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1. Introduction

Consider two fundamental characteristics of a bounded body D ⊂ Rd. Let the

first be the covariogram of D which has a geometric nature: for any vector t ∈ Rd,

it represents the d-dimensional Lebesgue measure of the region shared between D
and its translated copy by vector t. We denote the covariogram of D by CD(t).

Let the second characteristic be the Euclidean distance between two random

points chosen independently and uniformly from D ⊂ Rd. This is a well-known

random variable studied in geometric probability (see, for example [1]). We denote

it by Dd(D). Extensive research has been conducted on this random variable for

various bounded bodies D, including computation of the average distance within a

cube [2], on the surface of a cube [3], within a hyperball [4], as well as bounding the

average distance within a hypercube [5] or furthermore, within compact subsets of

Rd with unit diameter [4]. In dimensions d ≤ 3, closed-form expressions are obtained

for the density function of Dd(D) in [6]-[11] for numerous geometric shapes of D. A

unified approach for determining the density function of Dd(D) for typical compact

sets is suggested in [12]. It also provides a good list of references for related results

of theoretical and applied character.

1The research of the first author is supported by the Science Committee of the Ministry of
Science, Education, Culture and Sports RA: Grant 21AA-1A024. The research of the second
author is partially supported by the Mathematical Studies Center at Yerevan State University.
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When D is a bounded convex body with a non-empty interior in Rd, then the

two considered characteristics of D are interrelated as follows:

(1.1) fDd(D)(h) =
hd−1

L2
d(D)

∫
Sd−1

CD(hu)du, h > 0,

where Sd−1 is the (d−1)-dimensional unit sphere in Rd, centered at the origin, and

Ld(D) is Lebesgue d-measure of D.

In this paper, we aim to extend the concepts of covariogram CD(t) and interpoint

distance Dd(D) from bounded convex bodies to the entire space Rd and establish

a relation between them.

The first problem that arises in our way is the nature of randomness of choosing

a point from D = Rd. The uniform distribution is no longer applicable to this case

and therefore we will naturally replace it with a multivariate normal distribution.

The second obstacle lies in the challenge of applying the language and sense of

geometry to define the covariogram of Rd. We will define it analytically based on

the following observation. If D is a convex body and P1, P2 are chosen uniformly

and independently from D, then it is easy to check (see, for example, [11]) that

fP1−P2
(t) =

CD(t)

L2
d(D)

,

which can be equivalently written as

(1.2) fP1−P2
(t) =

CD(t)

C2
D(0)

.

Thus, the covariogram should be a positive function defined on the entire space

that satisfies (1.2).

We have defined the normal covariogram of Rd and established an analogous

relationship to (1.1) in section 4, with the foundational basis of the proof presented

in the preceding section. Notably, section 3 unveils novel findings, including integral

representations for the distribution and density functions of the Euclidean distance

between two d-dimensional Gaussian points, characterized by correlated coordinates

through a covariance matrix. Precise bounds for the moments of the considered

distance in terms of the extreme eigenvalues of the covariance matrix are found.

When d = 2, an expression for the density function in terms of a modified Bessel

function is obtained. In section 2, we independently address the scenario of uncorre-

lated coordinates and deduce the density and moments of the interpoint distance,

drawing upon the results by Mathai and Provost [13].

In the upcoming text, a d-dimensional vector v ∈ Rd will be assumed to be a

column vector, or, equivalently, a d× 1 matrix. The transpose of matrix A will be

denoted by AT . 0 will stand for the vector with all zero coordinates, 1 for the vector
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whose all coordinates are equal to 1. Id will represent the identity d × d matrix,

∥ · ∥d the Euclidean norm in Rd, and |A| the determinant of matrix A.

If X is a d-variate normal random vector having mean µ and covariance matrix

Σ then we denote this condition by X ∼ Nd(µ,Σ). We denote λ = [λ1, λ2, ..., λd]
T ,

where λ1 ≥ λ2 ≥ ... ≥ λd > 0 are the eigenvalues of Σ.

From now onwards, we assume µ = 0 and the diagonal of Σ consisting of 1s. If

X1,X2 ∼ Nd(0,Σ) are independent, we denote

Dd = ∥X1 −X2∥d.

2. The density of Dd

Let U = X1 −X2. Since U ∼ Nd(0, 2Σ) and D2
d = UTU , then the distribution

function of D2
d can be written in the following form (see [13], page 95):

Theorem 2.1.

(2.1) P(D2
d ≤ y)

def
= FD2

d
(Σ, y) =

∞∑
k=0

(−1)kck
y

d
2+k

Γ
(
d
2 + k + 1

) , y > 0,

where

(2.2) c0 =
1

2d
√

|Σ|
, ck =

1

k

k−1∑
r=0

δk−rcr, k ≥ 1,

(2.3) δk =
1

22k+1

d∑
i=1

1

λki
,

and Γ is the Gamma function

Γ(x) =

∫ ∞

0

tx−1e−tdt, x > 0.

When the coordinates of the Gaussian points are uncorrelated univariate standard

normal variables, then Σ = Id is the identity d × d matrix and, consequently,

λ = 1. In this case, one can obtain from Theorem 2.1 that Dd follows GG(a, d, p),

a generalized Gamma distribution, introduced by E. W. Stacy [14], which has the

probability density function

f(x; a, d, p) =

(
p/ad

)
xd−1e−(x/a)p

Γ(d/p)
, x > 0,

where d > 0 and p > 0 are the shape parameters, and a is a scale parameter. The

result is formulated below.

Let fDd
(Σ, ·) be the density function of Dd.
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Theorem 2.2.

(2.4) fDd
(Id, R) =

Rd−1e−
R2

4

2d−1Γ
(
d
2

) , R > 0,

that is, if Σ = Id then Dd ∼ GG(2, d, 2).

Proof. Since λ = 1, (2.3) and (2.2) imply c0 = 2−d and

ck =
d

k22k+1

k−1∑
r=0

4rcr, k ≥ 1.

It is easy to verify by mathematical induction that

ck =
1

2dk!4k

k−1∏
j=0

(
d

2
+ j

)
, k ≥ 1,

which, based on the identity xΓ(x) = Γ(x+ 1), x > 0, can be rewritten as

(2.5) ck =
Γ(d2 + k)

2dk!4kΓ(d2 )
, k ≥ 1.

By substituting (2.5) in (2.1) and using fDd
(Id, R) = 2R ∂

∂RFD2
d
(Id, R

2), we obtain

fDd
(Id, R) = 2R

∞∑
k=0

(−1)k
Γ(d2 + k)(R2)

d
2+k−1(d2 + k)

2dk!4kΓ(d2 )Γ(
d
2 + k + 1)

=

= 2R · Rd−2

2dΓ(d2 )

∞∑
k=0

1

k!

(
− R2

4

)k

=
Rd−1e−

R2

4

2d−1Γ
(
d
2

) .
□

The moments of the generalized Gamma distribution are well known. If X ∼
GG(a, d, p), then (see, for example [15], section 17.8.7)

E (Xr) = ar
Γ
(

d+r
p

)
Γ
(

d
p

) , r = 0, 1, 2, ... .

As a result, from Theorem 2.2 we immediately obtain the corresponding formula

for the moments of Dd.

Corollary 2.1. If Σ = Id, then

(2.6) E (Dr
d) = 2r

Γ
(
d+r
2

)
Γ
(
d
2

) , r = 0, 1, 2, ... .

In general, when Σ ̸= Id, even when d = 2, it is hard to compute the coefficients

ck from the recursive formulas (2.2) and evaluate the infinite sum (2.1).
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3. An integral representation of the distribution function of Dd

As usual, we denote by FDd
(Σ, ·) the distribution function of Dd.

Theorem 3.1. Let Ed(λ, R) be the ellipsoid

{y = [y1, y2, ..., yd]
T : λ1y

2
1 + λ2y

2
2 + ...+ λdy

2
d ≤ R2}.

Then

(3.1) FDd
(Σ, R) =

1

(2
√
π)d

∫
E(λ,R)

exp

(
−1

4
yTy

)
dy, R > 0.

Proof. Consider the probability density function of U = X1 −X2:

(3.2) fU (u) =
1

(2
√
π)d|Σ|1/2

exp

(
− 1

4
uTΣ−1u

)
, u ∈ Rd.

We denote

diag(λ) =

λ1 . . .
λd

 , diag(λ−1) =

λ
−1
1

. . .
λ−1
d

 .
Due to orthogonal diagonalization theorem for symmetric matrices, there exists

an orthogonal matrix Q = [qij ]d×d such that Σ = Qdiag(λ)QT , and therefore,

Σ−1 = Qdiag(λ−1)QT . Denoting the i-th column of Q by qi, we obtain

uTΣ−1u = [uTq1, u
Tq2, ..., u

Tqd ]diag(λ−1)


qT
1 u

qT
2 u
...

qT
d u

 =

d∑
i=1

(qT
i u)

2

λi
,

and therefore,

(3.3) fU (u) =
1

(2
√
π)d|Σ|1/2

exp

(
− 1

4

d∑
i=1

(qT
i u)

2

λi

)
, u ∈ Rd.

Let x1, x2, ..., xd > 0, U = [U1, U2, ..., Ud]
T , U∗ = [|U1|, |U2|, ..., |Ud|]T and

u = [u1, u2, ..., ud]
T . Then, due to (3.3),

P(|U1| ≤ x1, |U2| ≤ x2, ..., |Ud| ≤ xd))
def
= FU∗(x1, x2, ..., xd) =

=
1

(2
√
π)d|Σ|1/2

∫ x1

−x1

du1

∫ x2

−x2

du2...

∫ xd

−xd

exp

(
− 1

4

d∑
i=1

(qT
i u)

2

λi

)
dud.

The joint density function of the random variables |U1|, |U2|, ..., |Ud| can be reached

by partial differentiation of the last iterated integral, i.e.

fU∗(x1, x2, ..., xd) =
∂d

∂xd∂xd−1 ... ∂x1
FU∗(x1, x2, ..., xd).

Applying the Leibnitz’s rule of differentiation d times, we conclude

(3.4) fU∗(x1, x2, ..., xd) =
1

(2
√
π)d|Σ|1/2

∑
w∈Ω(x1,x2,...,xd)

exp

(
− 1

4

d∑
i=1

(qT
i w)2

λi

)
,
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where Ω(x1, x2, ..., xd) = {w = [w1, w2, ..., wd]
T : |wi| = xi, i = 1, 2, ..., d}.

We now aim to replace the summing index in (3.4) and run it over all the binary

strings of length d. For any s = (s1, s2, ..., sd) ∈ {0, 1}d consider the unique vector

ws = [w
(s)
1 , w

(s)
2 , ..., w

(s)
d ]T ∈ Ω(x1, x2, ..., xd) such that

w
(s)
i =

{
xi if si = 0

−xi if si = 1
.

Formula (3.4) can be equivalently written in the following form:

(3.5) fU∗(x1, x2, ..., xd) =
1

(2
√
π)d|Σ|1/2

∑
s∈{0, 1}d

exp

(
− 1

4

d∑
i=1

(qT
i ws)

2

λi

)
.

Since FDd
(Σ, R) = P(∥U∗∥ ≤ R), R > 0, the formula (3.4) implies

(3.6) FDd
(Σ, R) =

1

(2
√
π)d|Σ|1/2

∫
B0

d(R)

∑
s∈{0, 1}d

exp

(
− 1

4

d∑
i=1

(qT
i ws)

2

λi

)
dx,

where B0
d (R) = {(x1, x2, ..., xd) : x21 + x22 + ... + x2d ≤ R2, xi > 0, i = 1, 2, ..., d}

is an 2d-quadrant of the d-dimensional ball Bd(R) of radius R centered at the

origin, and dx = dx1dx2...dxd. Hereinafter, for any s = (s1, s2, ..., sd) ∈ {0, 1}d,
the symbol Bs

d(R) will stand for the 2d-quadrant of Bd(R) consisting of the points

(x1, x2, ..., xd) such that xi > 0, if si = 0 and xi < 0, if si = 1.

By interchanging the sum with the integral in (3.6) and denoting

gs(x1, x2, ..., xn) = exp

(
− 1

4

d∑
i=1

(qT
i ws)

2

λi

)
,

we receive

(3.7) FDd
(Σ, R) =

1

(2
√
π)d|Σ|1/2

∑
s∈{0, 1}d

∫
B0

d(R)

gs(x1, x2, ..., xd)dx1dx2...dxd.

Let us perform the following change of variable in the integral of gs over B0
d (R):

ti = xi, if si = 0,

ti = −xi, if si = 1.

The Jacobian D(x1,x2,...,xd)
D(t1,t2,...,td)

is either 1 or −1, therefore after this change of variable

we obtain

(3.8)
∫
B0

d(R)

gs(x1, x2, ..., xd)dx1dx2...dxd =

∫
Bs

d(R)

g0(x1, x2, ..., xd)dx1dx2...dxd.

Since the sets Bs
d(R), s ∈ {0, 1}d are pairwise disjoint and the union of their

closures is exactly equal to Bd(R), from (3.7) and (3.8) we establish

(3.9) FDd
(Σ, R) =

1

(2
√
π)d|Σ|1/2

∫
Bd(R)

g0(x1, x2, ..., xd)dx1dx2...dxd.
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We have w0 = x = [x1, x2, ..., xd]
T , which means that

(3.10) g0(x1, x2, ..., xd) = exp

(
− 1

4

d∑
i=1

(qT
i x)

2

λi

)
.

To finish the proof, we make one more change of variable in the integral of g0 over

the ball Bd(R). Consider a new variable y = [y1, y2, ..., yd], where

(3.11) yi =
qT
i x√
λi
, i = 1, 2, ..., d.

Using orthogonality of Q, we will have

(3.12)
D(x1, x2, ..., xd)

D(y1, y2, ..., yd)
=

√
λ1

√
λ2...

√
λd |Q| = |Σ|1/2

and

(3.13)
d∑

i=1

x2i =

d∑
i=1

(
√
λ1qi1y1 +

√
λ2qi2y2 + ...+

√
λdqidyd)

2 =

d∑
i=1

λiy
2
i .

Now (3.1) follows from (3.9)-(3.13).

Corollary 3.1. The probability density function of Dd is representable as follows:

(3.14) fDd
(Σ, R) =

Rd−1

(2
√
π)d|Σ|1/2

∫
Sd−1

exp

(
− R2

4
uTΣ−1u

)
du.

Proof. As we saw in the last part of the proof of Theorem 3.1, the formula (3.1)

is equivalent to

(3.15) FDd
(Σ, R) =

1

(2
√
π)d|Σ|1/2

∫
Bd(R)

exp

(
− 1

4
xTΣ−1x

)
dx.

The change of variable x = ru, u ∈ Sd−1, dx = rd−1drdu in (3.15) produces

FDd
(Σ, R) =

1

(2
√
π)d|Σ|1/2

∫
Sd−1

du

∫ R

0

exp

(
− r2

4
uTΣ−1u

)
rd−1dr.

By taking the derivatives of both sides in the last equation, we establish (3.14). □

As an application of the obtained integral representations, we easily found the

probability density function of the Euclidean distance between two bivariate Gaussian

points in the case when there is an intercoordinate correlation ρ.

Theorem 3.2. If Σ =

[
1 ρ
ρ 1

]
, then

fD2
(Σ, R) =

Re−
R2

4|Σ|

2
√

|Σ|
I0

(
ρR2

4|Σ|

)
,

where

I0(x) =

∞∑
k=0

x2k

((2k)!!)2

is the modified Bessel function of the first kind of order zero.
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Proof. It is easy to see that λ1 = 1 + ρ, λ2 = 1− ρ. By (3.14), we have

fD2
(Σ, R) =

R

4π
√
1− ρ2

∫ 2π

0

exp

(
− R2 cos2 φ

4 + 4ρ
− R2 sin2 φ

4− 4ρ

)
dφ =

=
Re

− R2

4(1−ρ2)

2π
√
1− ρ2

∫ π

0

ea cos 2φdφ,

where

a =
ρR2

4(1− ρ2)
.

Since |Σ| = 1− ρ2, to complete the proof it remains to show that

1

π

∫ π

0

ea cos 2φdφ = I0(a).

Indeed, Taylor’s expansion for ex solves this problem:

1

π

∫ π

0

ea cos 2φdφ =
1

π

∞∑
k=0

ak

k!

∫ π

0

cosk 2φdφ =
1

2π

∞∑
k=0

ak

k!

∫ 2π

0

cosk ψdψ =

=
2

π

∞∑
k=0

a2k

(2k)!

∫ π/2

0

cos2k ψdψ =
2

π

∞∑
k=0

a2k

(2k)!

(2k − 1)!!

(2k)!!

π

2
=

∞∑
k=0

a2k

((2k)!!)2
= I0(a).

□

As another application, we established lower and upper bounds for the moments

of Dd in terms of the largest and the smallest eigenvalues of the covariance matrix.

Theorem 3.3. Let E (Dr
d) be the r-th moment of Dd. Then

(3.16)
2rΓ

(
d+r
2

)
Γ
(
d
2

) λ
d+r
2

d

|Σ|1/2
≤ E (Dr

d) ≤
2rΓ

(
d+r
2

)
Γ
(
d
2

) λ
d+r
2

1

|Σ|1/2
, r = 0, 1, 2, ... .

Proof. As λ1 ≥ λ2 ≥ ... ≥ λd > 0 then we have

(3.17)
1

λ1

d∑
i=1

(qT
i u)

2 ≤ uTΣ−1u ≤ 1

λd

d∑
i=1

(qT
i u)

2.

Due to orthogonality of Q,
d∑

i=1

(qT
i u)

2 = ∥u∥2d = 1, if u ∈ Sd−1,

therefore, the integral representation (3.14) and inequalities (3.17) yield

e
− R2

4λdRd−1

(2
√
π)d|Σ|1/2

∫
Sd−1

du ≤ fDd
(Σd, R) ≤

e−
R2

4λ1Rd−1

(2
√
π)d|Σ|1/2

∫
Sd−1

du.

The surface area of Sd−1 is well-known and equal to 2(
√
π)d

Γ( d
2 )

, so we obtain

(3.18)
Rd−1e

− R2

4λd

2d−1Γ(d2 )|Σ|1/2
≤ fDd

(Σd, R) ≤
Rd−1e−

R2

4λ1

2d−1Γ(d2 )|Σ|1/2
.
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Multiplying all sides of (3.18) by Rr and applying integral over (0, +∞) to all sides

leads to

λ
d+r
2

d

|Σ|1/2
I(d) ≤ E (Dr

d) ≤
λ

d+r
2

1

|Σ|1/2
I(d),

where

I(d) =
1

2d−1Γ(d2 )

∫ +∞

0

Rd+r−1e−
R2

4 dR.

It remains to apply (2.4) and (2.6) to see that

I(d) = 2r
Γ
(
d+r
2

)
Γ
(
d
2

) .

4. The normal covariogram of Rd

The covariogram of a bounded domain D ⊂ Rd is known to be the function

CD(t) = Ld(D ∩ {D+ t}), t ∈ Rd,

where D+ t = {P + t : P ∈ D} and Ld(·) is the d-dimensional Lebesgue measure

in Rd. If D is a convex body and P1, P2 are chosen uniformly and independently

from D, then the probability density function of P1 − P2 can be expressed by the

covariogaram of D as shown in (1.2). This motivates us to extend the concept of

the covariogram for D = Rd.

Definition 4.1. Let P1, P2 ∼ Nd(0, Σ) be independent and fP1−P2
be the probability

density function of P1 − P2. The function CΣ : Rd → (0, +∞) that satisfies

fP1−P2
(t) =

CΣ(t)

C2
Σ(0)

,

is called the normal covariogram of Rd associated with Σ.

By taking t = 0 in this definition and using (3.2) we immediately obtain

CΣ(0) = (2
√
π)d|Σ|1/2,

and then

(4.1) CΣ(t) = (2
√
π)d|Σ|1/2 exp

(
− 1

4
tTΣ−1t

)
, t ∈ Rd.

It is remarkable that CId(t) = (2
√
π)d exp

(
− 1

4∥t∥
2
d

)
. It illustrates that if Rd is

considered as a space of points with uncorrelated coordinates then the covariogram

of the space is naturally independent on the direction of translation.

Taking into account (1.1), the following identity provides a further argument to

ensure that the normal covariogram naturally extends the concept of covariogram.
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Theorem 4.1.

(4.2) fDd
(Σ, R) =

Rd−1

C2
Σ(0)

∫
Sd−1

CΣ(Ru)du, R > 0.

Proof. By (4.1),

Rd−1

C2
Σ(0)

∫
Sd−1

CΣ(Ru)du =
Rd−1

(2
√
π)d|Σ|1/2

∫
Sd−1

exp

(
− R2

4
uTΣ−1u

)
du.

Now due to (3.14), the right-hand-side of the above equality coincides with the

left-hand-side of (4.2).
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