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EVALUATION OF INFERENCE OPTIMIZED IMAGE CLASSIFICATION
MODELS ON IOS PLATFORM

In this paper, we evaluate MobileNetV2 and EfficientNet network architectures
performance on the iOS platform. Even though both networks are well researched, there is
a certain lack of empirical data when it comes to the iOS platform. In this paper, we provide
experimental data for top-1 accuracy and inference time, as well as RAM footprint
collected on iPhone X and iPhone 12 Pro. The evaluation was performed using CPU, GPU,
and Neural Engine (iPhone 12 only). Also, a full int8 quantization evaluation was done for
MobileNetV2. Challenges around EfficientNet quantization are also described. The scoring
metrics and dataset used to train models were provided as part of Mobile Al 2021 Real-
Time Camera Scene Detection Challenge: https://competitions.codalab.org/competitions/28113 .

Keywords: Camera Scene Detection challenge, MobileNetV2, EfficientNet, image
classification.

Introduction. In recent years iOS and Android platforms have received a
substantial boost in computational resources making them fit for on-device CNN
model inference [1]. At the same time, most of the research and evaluation metrics
for CNN architectures are centered around top-1 accuracy with little regard for
inference time and model size. Mobile model deployment requires both accuracy
and inference time optimized architectures. For the evaluation we have used the
dataset published at Mobile Al 2021 Real-Time Camera Scene Detection Challenge.
The goal of the challenge is to train image classification model which is both
accurate and fast.

Model Selection. MobileNet [2] was chosen as a first model to evaluate.
This model is based on an inverted residual structure where the shortcut
connections are between the thin bottleneck layers. The intermediate expansion
layer uses lightweight depthwise convolutions to filter features as a source of non-
linearity. It is important to remove non-linearities in the narrow layers in order to
maintain representational power. This kind of actions improve performance and
provide an intuition that led to MobileNet design. The basic building block is a
bottleneck depth-separable convolution with residuals. The detailed structure of
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this block is shown in [2]. The architecture of MobileNetV2 contains the initial
fully convolution layer with 32 filters followed by 19 residual bottleneck layers.
ReLU6 activations are used as the non-linearity because of its robustness when
used with low-precision computation. The kernel size is always 3 x 3 in this
architecture as is standard for modern networks, and utilize dropout and batch
normalization during training. With the exception of the first layer, the constant
expansion rate is used throughout the network.

With ImageNet top-1 accuracy of 74.7%, it was obvious that getting model
accuracy above 96% without significant overfitting would be difficult.

The second was EfficientNet [3], since its architecture is a result of neural
architect search for the best model accuracy with minimum FLOPS required. Tan,
et al [4], developed a baseline network by leveraging a multi-objective neural
architecture search that optimizes both accuracy and FLOPS. Specifically, they use
the same search space as (Tan et al., 2019), and use ACC(m) X [FLOPS(m)/T]"
as the optimization goal, where ACC(m) and FLOPS(m) denote the accuracy and
FLOPS of model m, T is the target FLOPS and w = —0.07 is a hyperparameter for
controlling the trade-off between the accuracy and the FLOPS. Since they use the
same search space as described in [4], the architecture is similar to Mnas-Net,
except our EfficientNet-B0 is slightly bigger due to the larger FLOPS target. Initial
experiments on the challenge data set showed little difference between the B2 and
B3 variants in validation accuracy. So B2 was chosen as a faster variant. With 80.1%
ImageNet top-1 accuracy and FLOPS optimized architecture, it was our prime
candidate.

ResNet50 with 76.0% top-1 accuracy is similar to MobileNetv2 but slower.
It was chosen to test how much BigTransfer can improve the model accuracy.

The appropriate evaluation of the Models is shown in Table 1.

Table 1
Evaluated Models
Architecture ImageNet Top-1 FLOPS
MobileNetV2 74.7% 88 M
EfficientNet B2 80.1% 1000 M
ResNet50 76.0% 4100M

Dataset. Camera Scene Detection dataset consisting of images belonging to
30 different classes was used for the model training. This dataset was used for all
our experiments. The dataset was divided into:
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e Train data: 9897 images of resolution 576 x 384 px from the above 30
classes that were used for training the model;

e Validation data: 600 images of resolution 576 x 384 px. The top-1 accuracy
was measured on this subset.

Evaluation Metrics. In this challenge, each submission was validated based
on the following two metrics:

e The accuracy of the predictions;

e The runtime of the model on the actual target mobile platform.

The exact scoring formula used in this challenge:

2(top1-96.0)+(top3-99.0)
Score = (D)

C = runtime ’

where C is a constant normalization factor that does not depend on the submission.
Table 2, Table 3 and Table 4 represent the final, iPhone 12 Pro and iPhone X

evaluation results. In those tables ‘float’ is the default TFLite conversion format
and ‘int’ is the full int8 conversion.

Table 2
Final Results
TFLight Model Size (MB) | Top-1 (%) | iPhone 12 Pro CPU (s) | Score
MobileNet V2 float 8.6 92.5 0.083 0.0941
MobileNet V2 int 2.7 91.3 0.058 0.0255
EfficientNet float 29.5 96 0.27 3.7037
EfficientNet int 9.1 953 0.28 1.3533
Table 3

iPhone 12 Pro Results. Inference time in seconds, RAM and file size in MB

. . i0sS i0S
Top-1 | 9512 liosiagpu| 195 12CPU | 12 GPU
Model (%) C(IS’)U (s) 1(21\14\;[} RAM | RAM
(MB) | (MB)
MobileNet V2 float| 925 | 0.083 0.016 0.014 200 166
MobileNet V2int | 913 | 0.058 | 0.093 0.092 160 160
EfficientNet float 96 0.272 - - 220 -
EfficientNetint | 953 | 0.283 ] ; 160 -
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Table 4
iPhone X Results. Inference time in seconds, RAM and file size in MB

Top-1 i0S i0S X i0S X i0S X GPU
Model %) X CPU GPU CPU RAM RAM
(s) (s) (MB) (MB)
MobileNet V2 float 92.5 0.095 0.067 170 200
MobileNet V2 int 91.3 0.132 0.133 136 136
EfficientNet float 96 0.432 - 195 -
EfficientNet int 95.3 0.398 - 142 -

We have set C to 1 for our experiments. As the formula shows all the models
with top-1 accuracy less than 96% are heavily penalized.

Evaluation environment.

e Tensorflow and Keras were the main frameworks used for model
implementation, training, and exporting.

e Both MobileNetV2 and EfficientNet implementations were taken from
official Tensorflow repository.

e ImageNet pre-trained weights were used to initialize models.

e TensorFlow Lite image classification iOS example application was used to
evaluate models.

Model Optimization and TFLite Conversion. Models were converted to
TFlite in 2 formats:

e Float - default TFlite conversion format;

e Int - full int8 conversion.

The evaluation of TFlite models was done on iPhone 12 Pro and iPhone X
devices. The evaluation was done on CPU, GPU, and NPU (iPhone 12 only) Memory
footprint was measured for the entire i0S app.

EfficientNet TFLite Conversion Issues. During conversion to TFLite format 2
things turned out:

e The Normalization Layer used by the EfficientNet network is not
implemented in the quantized version in TFLite.

¢ The ResizeBilinear Layer, which we used for rescaling input images is not
implemented in TFLite.

Therefore, we decided to remove problematic layers and fine-tune such a
model. Model without those layers was converting properly to TFLite format.

Results. As expected, EfficientNet B2 has shown the best result during the
development phase. It achieved 96% accuracy on a challenge dataset. Its runtime
was 10x slower than MobileNet. But MobileNet accuracy on the challenge dataset
was only 93%. Thus, EfficientNet scored much higher on the final evaluation.
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CoreML does not support EfficientNet execution on GPU or Neural Engine
since it uses dynamic-sized tensors. So we could not evaluate EfficientNet running
on GPU and NPU.

Final model evaluation was done for float and int8 tflite models running
iPhone 12 Pro CPU.

Conclusion and future work.

* GPU seems to be the go-to accelerator for CNN on the i10S platform.

* On-device CNN inference performance is suitable for low-latency real-
time applications.

e EfficientNet has a big potential but a workaround for GPU acceleration is
required.

¢ Full int8 quantization yields significantly smaller models with minimal
accuracy loss.
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U.4. RUSNESPL, 4. 1. LU, L.U. bN2N8UL, .1 dErerhul,
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ONSPUUSYUOC NUSUG ULEP YU UTHU AU UL UNYELULED
UrsnbLeuLtrh @ LUZUSNRUT I0S NLUSSNCUD 41U

Quwhwwnyty E MobileNetV2 U EfficNet guugtph fwpinupuytinnipniiibph wpunwn-
pnnuljutnipeiniip i0S wjuwndnpuh Ypu: Quwyws tplnt guugkpt b ju niumdiwuhpyus
El, wypnihwuntipd, tdyhphl wfjujuknh npnowlh wwlwu Yuw, tpp junupp yEpwpkpnid k
i0S wuwndnpuhic: Lhpjuyugyty ki hopdwpupuui ndyuukp dogkjubkph £ogpunipyu
b wpuqugnpsnipjutt Jipupkpuy, hsybu twb RAM- h JEpupbpuy niinkynipniy, npp
hwuwpyty k iPhone X- h b iPhone 12 Pro- h Ypu: Guwhwinnidt hpuwhwgyk) £ CPU-h,
GPU- h b yupnuht swpdhsh dvhongny (Uhuyt iPhone 12-ni): MobileNetV2- h hudwp bu
Juunwpyt) b intd pjutinnugdut wdpnnowlw quwhwwnnid: Lwpwugpyl) Gu twb EfficNet
putnugdwtl onipe dwpwhpuybputpp: Unpljubpp wuwnpuunbnt hudwp oginugnpdyus
quwhwwndwb swhnpnohsubpp b nyukph hwjupwsnit mpuwdwnpyty Ea Mobile AT 2021
hpujut dwdwbulnud nkuwhughlh wkuwpuuh hwynbwpbpdwt (Mobile AT 2021 Real-Time
Camera Scene Detection) dwipinnwhpwytph opowtiwljutpnud. https://competitions.codalab.org/-
competitions/28113

Unwhgpughlr puwnkp. Camera Scene Detection Uwpunwhpujbp, MobileNetV2,
EfficientNet, wuwnkpubph nuuwulupgnid:

A.B. BATYTHH, K.II. JILJA, JI.A. XOJ1KOsH, X.II. PEJEPUKO,
T.C. KAPAMSH, I.C. KAPAMSIH

OIIEHKA BBIBOJIOB OITUMU3UPOBAHHBIX MO/IEJIEM
KJIACCU®UKAIIAU U30BPAKEHUN HA IIJIAT®OPME 10S

Jlaercst olleHKa NPOU3BOJIUTENHLHOCTH CETEBBIX apXuTekTyp MobileNetV2 u
EfficientNet na muardopme i0S. Hecmotpst Ha To, 4TO 00€ CETH XOPOIIO M3YYCHBI, CYIIe-
CTBYET OIPEEICHHbIIl HEIOCTATOK SMIIMPUIECKUX AaHHBIX, KOra pedyb UAeT o miardpopme
i0S. TIpuBoAsATCS SKCIEPUMEHTAIbHbIE JaHHBIC 10 TOYHOCTH M BPEMEHH BBIBOJIA, & TAKXKE
00BEM OIEepaTHBHOMN mamsTh, cobpanHoi Ha iPhone X u iPhone 12 Pro. Ouenka npoBoau-
Jach C MCIOJIb30BaHHEM IIEHTPAIBHOTO Mpolieccopa, rpadudueckoro mporeccopa u Neural
Engine (tomsko mist iPhone 12). Kpome Toro, mns MobileNetV2 nposeneHa moHas oleHKa
KBaHTOBaHUs int8. Onucansl mpodiemsl, cBsizaHHble ¢ kBaHToBaHueM EfficientNet. [Tokaza-
TEJM OLUCHKH W HAOOp JaHHBIX, HCMONb3yeMble Ul OOYYeHHUs] MOAeNel, ObUTH MpenocTaB-
JIeHBl B paMKax KoHkypca Mobile Al 2021 Real-Time Camera Scene Detection Challenge:
https://competitions.codalab.org/competitions/28113

Knroueesvie cnoea: Boi3os Camera Scene Detection, MobileNetV2, EfficientNet,
KJacCU(UKALNS U300paKEHHM.
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