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Abstract:

An efficient algorithm for convolutional decoder running in the mode of
soft decision (1/2, K=7, 3-bit decision) in a FPGA Virtex-II is proposed. The results
show that although increasing the length of the cutoff buffer improves the signal to
noise raio by 2dB, but it can significantly increase calculation time, which
exponentially depends on the length of the cutofl buffer. At the optimal length of the
cutoff buffer equal to 7, the obtained throughput is estimated up to 14Mbps.
1. Introduction
Modern  telecommunication facilities that  use traditional digital  modulation techniques are
widely using methods of channel coding, which allow improving the reliability of received symbols. In
particular, various convelutional coding methods are in use, of which the most widely used now is Viterbi
algorithm. Increased demands for performance and capacity of mobile networks have necessitated the
creation of relatively cheap and at the same time effective hardware, implementing the process of channel
coding, which allows the integration of communications devices into mobile. Specific requirements
for mobile hardware, in turn, also determine the increased demands on the software [1-3], which isin
fact an integral part of the hardware.

2. Description and Discussion of the Algorithm

This algorithm 15 specially designed for aprogrammable gate array,and its severe resource
constraints will determine its structure, The algorithm was implemented by means of LabVIEW FPGA
module. As we know, 7-bit Viterbi coding (K =7andthe encoding rate 1/2)can utilize the
scheme 17)x133 (in octal notation). The decoder, respectively, has K —1 = 6 input registers, so that the
number of its possible statesis 2°~' =64.0n input . signal bits, the encodercanonly gotoone
of two possible states, issuing  two output signal bits. Accordingly, the encoder can proceed to  any
possible state only from the previous two states, depending onithe value of the signal bits.

k With a soft decoding scheme, signals to the input of decoder are fed as 3-bit signals with values
ranging from 4 (signal *1")to +3 (signal "0"). To compute the Euclidean distance corresponding to
each possible transition from this state to next ones, they arc summed with the signs taken from the
table, pre-compiled for each state. Transilion to any possible state of the decoder is only possible from
the other two states. The Euclidean distance for these two transitions of the received signal is directly
calculated. Values of Euclidean distance metrics are added to the values of the two relevant paths that
lead 1o this state from which it selects the one for which the value of the metrics is smaller. For equal
values of path metrics, the decision is made randomly
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Since the notation for each possibletrace in transition state of the decoderisa sequence of
binary digits, it was suggested to use integers to represent each path in the algorithm instead of a bit
w.Fumdunﬁmtohiannm ofzerosor ones, we need onlyto double the path

ing number (addition of “0") or add 1 to twice the mmbcr(lddlhon of “1*) by logical shift
operator. Wa should initially set the value of all paths equal to 1 (i.e. introduce "non-working” bit) i
order to make it possible the doubling. This bit is present inall subsequent operations, but is not
taken into account.
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Otherwise, when the length of the lattics reaches a limiting value, the numbers representing the paths
are compared with 2*' by “AND” Boolean function. This allows to find out the value of bit (0 or 1),
standing in second left position (or in the n-th right position) of the path representing numbers. In each of
these numbers this bit is the "oldest® one in the chain of binary symbols that form the trellis diagram,
since we have introduced initialization (*non-working”) bit on the most right position. In order to exclude
them from the diagram, we subtracted 2" from all path representing numbers (Fig. 1). The residue of the
subtraction operation is a stripped-down trellis diagram, which is looped-back as numbers to the next
iteration of the decoder to receive the next signal bit. The algorithm selects from few bits the appropriate

to the maximum value of
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output of the decoder as the received bit Non-working bit
a—’/

cegisters, on each iteration of 110010011010 10000000000 = 100010011010
all metrics the metrics value of 100010011010 - 10000000000 = 10010011010
of —

metrics near zero value, is subtracted. Meaningful bit
At each trapsition to the nextiteration, the ., | Beslusion of the “oldest” bit

respective *

with the existing states of registers must be considered. As mentioned above, the encoder can change the
state only from the previous two states, depending on the input bit values. Status register of the encoder is
represented by 6 bits (64 possible states). The input bit is concatenated to the left of this representation
andthe right less significant bit is removed. Hence, at “0” bitarrival, the coder can jump to this ~th
state flom 2/ or 2i-+1states (forstates 0<7<31), while at “1” bit arrival, the coder can jump to the
same i-th state from 2(i-32) or ;

2(i-32)+1 (for states 32 < { < 63) (Fig.2). These :+:gll?(4o)—-nolm(slz)
expressions actually are thoserules, which * 1(41) ~ 110100 (52)
determine how then?;u'iuuﬂ record of the paths 0+ 101000 (40) — 010100 (20)
are transmitted from considered iteration to the next. 0+ 101001 (41) ~ 010100 (20)

Gy that aithough incressingthe 09 Change of internal regi
length of the cutoff buffer improves the signal to ; ternal register state af new
noise ratio by 2dB, but it can significantly increase symbol arrival (decimal values)
calculation time, which exponentially depends on
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the length of the cutoff buffer. Figure 3 shows the plots of bit error rate for ditferent lengths of the cut-
off buffer At the optimal length of the cutoff buffer equal to 7, the obtained throughput is estimated up to

14Mbps
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Fig. 3. BER vs SNR for different lengths of cut-off buffer
References

1] M Hosemann, R_Habendorf and G.Fettweis, “Hardware-software codesign of A 14.4mbit - 64 State

viterbi decoder for an application-apecific digital signal processor™, JEEE Workshop on Signal Pmcrmng
Systems. pp. 45-50, 2003,

[2] M Roder and R Hamzaoui, “Fast tree-trellis list viterbi decoding™, JEEE Transactions on
Communications, vol. 54, no. 3, pp. 453-461, 2006

[3]J.Campos and R .Cumplido, “A runtime reconfigurable architecture for viterbi decoding”, 3rd
International Conference on Elecirical and Electronics Engineering , pp. 1-4, 2006.

Pwpdp Junnwpnnujwnpjudp thwenypwjhl wwywlnpuynpdwl
ubind wignphpd

U dwjunuijw(, 5. Qupwppul, 1. Umdhljjwi L oL Lhinnnujwi

Udthnthmud

Unwgwplpjmd £ wpymbudbn - wepwlnnuygnphsh thwpnypwihG wgnphpd, npl
wfuwmnnd E npngmid YujugGhio gaothndy nbdhimad (1/2, K=7, npnzmd GujwgGbme 3 php)
FPGA Virtex-1l hwiwlpwpgnid: Unwgud wpymbplbpp gnyg b6 wnwihy, np Yunpdw(
pnupliph Lpywpmppub Yphlwlh dEdwgmdip jlwpad b hwlgbglingd b wgnubwi/wndng
hwpwpbpmpjub 2 gf-n] ujwgdhwip, Juwpng b bwluinpbl dbowglity hwzdupyh
duwnfwliwlyp, npp gmgywiht Guujwdnpimb milp Yuopiwl povpbph Gplpupnipiniiby: K=7
owunhiw) bpljwpnippul hwiwp vuwggmd £ 14 UpA] wnwdbpugnpl mbwlmpymGp:



