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1. Introduction. Variety and complexity of used memories and IRespr
shrinking technologies and design complexity insiteg in nanoscale systems-
on-chips (SoC) make it crucial to have embeddedSaC test and repair
solutions kept up with the advances in order tosixtently and continuously
provide chip quality and yield optimization. The leedded test approaches
developed for designs just few years ago are rifitigmt for today's designs,
which are bigger, faster, hierarchical and muchersensitive to area, timing
and power [1, 2]. Similarly, the embedded test tahs developed, for
example, for 28-nm technology node will not delithe same level of test
quality, diagnosis accuracy and repair efficienay fl4-nm and below
technology nodes, as defects and failure mechanidmsge with process
technologies shrink. From the other side, nanos8alés are re-using multiple
already designed sub-chips which means that meiltgdt infrastructures might
be organized in some test hierarchy built accordmguggested by the SoC
developer [3, 4].

Figure 1 shows the evolution of the SoC test imfumsure during the last
several years. The part (a) of the Figure 1 shbwstage when there was only
one BIST (built-in self-test) scheme per SoC, wihileFigure 1 (b) there are
multiple BIST schemes and, the test configurationthe SoC has only one
Server. This means that though multiple BIST scleare used but SoC does
not require a hierarchy of Servers. The part (chhef Figure 1 shows modern
SoCs with many memories and IP cores as well ataicomg a hierarchy of
Servers, where there is a Server at top and ther8ub-Servers at the second
level of hierarchy.

Usually, different approaches and standards ard tmelP testing and
integration into SoC and, at the same time, atttig level the total number of
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test channels is limited such that all core-leest thannels cannot be accessed
at the same time.

In general, hierarchical test gives designers Iiliéiy to schedule test of

individual interface IP cores and other cores faraflel and serial testing to
optimize test time and power consumption during f2s5]. The flexible test
schedule can significantly reduce test time, egigcior designs with a large
number of high-speed I/Os.

From the other side, there are certain limitation§oC which should be

taken into account when scheduling the test. Comiyyoes of SoC limitations
are the following:

Design limitation — e.g., limited number of testess mechanisms to test
multiple IP cores;

Test limitation — e.g., precedence constraint (¢est of IP2 should be
run only after completing the test run on IP1);

Resource limitation — e.g., power constraint (latitn on SoC
consumed power when testing multiple IP cores nalf#).

BIST

One BIST per SoC

e
| BIST | | BisT | | BiIST |
[womory - wemory ) smory | {mory | wersory | wemen)

Multiple BISTs, One Server with Rings
(b)

Server

Multiple BISTs, Multiple IPs, Multiple Servers
(c)

Fig. 1. SoC and its evolution
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In this paper, a hierarchical test approach is @sed which takes into
account all the above mentioned limitations anavedl to do efficient test
scheduling.

2. Hierarchical test system. Figure 2 shows a hierarchical test system [2-
4] which is used to do scheduling of parallel aedas testing of IPs in SoC. At
IP level it is based on IEEE 1500 standard [6] Wwipcovides unified access to
different types of IP cores. At top level the tegstem consists of main Server
and multiple Sub-Servers placed at the second levdlierarchy. Top level
Server is connected to IEEE 1149.1 JTAG interfaenfhich is in charge of
providing test patterns from the outside world. &lsuSoCs are consists of
Sub-Chips and the test patterns applied to a Sup-€2im be reused at top level
by porting those test patterns from Sub-Chip |éw&0C level.

The considered hierarchical test system has th@fivlg main capabilities:

» Unified test accessibility for different IP cores $0C based on existing
test standards (IEEE 1500 [6], IEEE 1149.1 (JTA@) |[EEE 1687
(UTAG) [8]);

« Pattern porting from IP and Sub-Chip level to Se@l which allows to
reduce the design and test times;

¢ Language for describing the structural models afhorges and IP cores;
« Capability to create effective test scenarios uttderpresence of limited
resources available in SoC.

The mentioned above language for structural mogedsides a set of
parameters that are necessary to describe thawteunf a given IP which is
comprised of the following sections:

« Port description — Name of ports and attributesndfion, direction,
range, etc.);

« Core internal and external registers;

» Test patterns;

e« Comments — line (//...) and block (/* ... */) commeiat® supported.

3. Scheduling of Parallel and Serial Testing of IPsin SoC. Within the
concept of the hierarchical test scheduling, in agays complex SoCs the test
time is one of the important challenges for whishally concurrent test is used
to minimize the test time. For thousands of coneSoC comprised of multiple
levels of hierarchy the following problem existieter mination of an optimal
scenario for concurrent test and itsimplementation in atest infrastructure.

Figure 3 shows a ring architecture of the hieraahtest system which
allows to do efficient test scheduling. Group obdNs connected serially is
called ring. Sub-Server can have one or more r{ysg 1, Ring 2, ..., Ring
K), and each ring can contain one or more bloclg,(8lock 11, Block 12, ...,
Block 1N;), where a block can be an IP core or group of(d@snected with
hierarchical connections) or it can be another Sehver.
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Sub-Chip

Sub-Server Sub-Server

Fig. 2. Hierarchical Test System

When several IP cores are being tested in paralgally there is a
limitation that the total consumed power should exteed the given number
(e.g., MAX_POWER) [9]. Figure 4 shows two scenaffmstesting a given set
of IP cores. Figure 4 (a) shows a non-efficienofpacheduling while in Figure
4 (b) an efficient scheduling scenario is shownbdth scenarios IP cores are
divided to be tested in 3 sequential sessions wiheegach session the IP blocks

SoC

Ring K

Fig. 3. Ring architecture
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are being tested in parallel. In the figure, thdlectime» shows how well or bad
the available resources are used: better schedbtings smaller «ldle time»
which means the available resources are being meed efficiently and thus
the overall test time is shorter.

Within the proposed architecture in Figure 3, therall time for testing all
the blocks is calculated in the following way: T Ting accesst Tring_load +
Thiock_test Where:

*  Ting_access— time needed to access rings;

*  Ting_loaa— time needed to load information into rings;

*  Thiock_tes— time needed to test all the blocks.

Let assume there are K test sessions determinednbyof well-known
scheduling algorithms to get effective test coneney for given design, test
and resource limitations, e.g. Greedy/RectanglekiRgcalgorithm [10]. It is

Limitation

I Overall test time

MAX_POWER

Poor

Scheduling

AN |

Session 1 ; Session 2 Session 3
Idle time
(a)
Limitation
Overall test time N
MAX_POWER &
Better
Scheduling
" Time

Session 1 i Session 3
Idle time

(b)

Fig. 4. Optimal scheduling scenario

proved that the following proposition is trué:is necessary for the proposed
test architecture to have K independent rings (one ring per session) to
reach optimal test time.
Proof. All other cases will lead to having non-optimasttéme. There are
the following two cases:
« If blocks of the same session are distributed ffewdint rings, then for
testing those blocks in parallel there is a needcttess more than one
ring, which increases the overall ring access (Mgy_accesk
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« If aring contains blocks from different sessiatingn for testing blocks
of one session there is a need to bypass the btbekare in that ring
but are out of that session, which will increasedkerall ring load time
(Tring_loac)-

Toiock_estdepends on the scheduling algorithm and is indégr@nfrom the
test architecture, thus it is not impacted by hbevhlocks are distributed in the
rings.

Experiments showed the same results, i.e., optiesltime is obtained
when the blocks of the same session belong toaime sing and there are no
other blocks in the ring.

4. Conclusions. In this paper, an approach for parallel and seesting of
embedded IP cores is proposed allowing:

* to take into account SoC design, test and resdimggations during

scheduling;

» to provide capability for creation of optimal testenarios under the
presence of limited resources available in SoC.

Yerevant State University
e-mail: gurgen.harut@gmail.com

G. E. Harutyunyan

An Approach for Scheduling Parallel and Serial Testing
of Embedded IP Coresin Nanoscale SoCs

Modern nanoscale chips are increasingly growingiandlve more memories and
other design blocks. As a result, the test proadssuch chips becomes essentially
difficult. In this paper, an efficient approachfgsoposed which provides capability to
create optimal test scenarios under the preserigaitéd resources available in SoC.

Q. k. Zupmipniyub

Muiwynplwb dnnkgnid twiinywihwlwh pniptnhtpnd
uhpjurnigdus hwhiwgdsdwb pinjutph gniqubke b hwenpryuljwi
ptunuynpiwi hwdwp

Upnh twbnswhwlub pmpbnibpp (shybpp) wunh&wbwpun dhswind &u phy-
qpltng wykjh owwn hhonn uwpplp b wy twppwgsdw pinljutp: Upyniipnud buybu
ndjupwinid £ wyy poiptnubph ptununpdwt gnpsptpwugp: Uju wphiwnwpnid
wnwewplyusé k dh wpynitwybtn dbpnn, npp htwpwynpnipmit E imwjhu unbnstne
ouuhtw] phunuihl ugkbupbp’ puiptnnud vwhdwbuthwl pkumpuibkph wolugnt-
prul nhypnud:

31



I'. 3. ApyTionsin

IHoaxoa K MIAHMPOBAHMIO NAPAJIEIBHOI0 M I0C/1€10BAaTeILHOIO
TecTUPOBaHMs 0JI0KOB NPOEKTHPOBAHUS B HAHOMEPHBIX
cHCTeMAaxX Ha KpucTajie

C OCTOSTHHBIM YBEIIMYEHUEM PasMEPOB U CJIOKHOCTH HAHOMEPHBIX CUCTEM Ha KpU-
CTaJJIC YCJIOKHACTCA MPOLECC UX TECTUPOBAHUA. HpezmaraeTCﬂ SQ)Q)GKTHBHLIIZ noaxon
K IUJAHUPOBAHUIO MMAPaICIIBHOTO U MTOCJIEA0BATEIIBHOTO TCCTUPOBAHU A 0JIOKOB TIIPOCK-
TUPOBAHUA, KOTOpLIﬁ MIPEAOCTABIIACT BO3MOXXHOCTb CO3OaHUA ONTUMAJIBHBIX TCCTOBBIX
CHEHApHUEB B YCIIOBUAX KECTKUX Ol"paHI/I'-IeHI/II}’I Ha UCIIOJIb3YEMBIE PECYPCHI.
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