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Uhpwémpnit:  Uphtunwljut  pwbwlwinipmiup (UF)  dtpoht
wnwphttphtt  nupdl; B wowwnwnbntiph  pdughtt dinppwlbpydwt b
wnniunugiui Juplinp gnpénukphg Ukp suyp nwny twl hpuduljwb b
unghwjuwlwt dwpunwhpwybpubph. tdinpjund E wndyujubph hwjwpugpdwl,
Wuljdut b JEpndnipjutt kjuwmthquubpp, wpwowgunmd b wignphpdwlut
ynnutwjunipjutt U wppjpwwnnnubph  hpwyniupubph  fuowppndwt  nhuljbp,
wwhwby wnwewnphiny Yipwiuy k) wjuwinuwlwb wojpwwnwiph juquulbpydwb
Unnkgmuubtpp: Uju hwdwinbpunmd Juplnp E 0" dhowqquyhlt U wqquyhi
dwljupnulubpnid dwpnulbunpnt dnnbkgmdubph dowlnudp,  npnup
wywhnymd ki UL wuwwnwupwiwnnt b hwodbunquljut oginugnpsénidp’
dhwdudwbwl wwownwyuubng dJwpynt  hhdbwpup  hpwynibpubpp b
unghwjulwt wywhnynipmniip:

znpudh fywwwllh F nunwduwuhpl] UR Jhpwndwt hpuwduliuib b
punupuluwl dwpnwhpudbpibpp  fulghp nibkbuygny  Jkp hwik  UR
nkluininghwtph Yhpurdwb wpnpniipmd wpwewgus hpuuwlul phuljtpp
njjuutph  dpwljdwlt, wignphpdutph puthwighlniputt b woluwwnnnubph
hpwyniupubph  wuwonuwwinipjutt  wbkuwtlymnithg, hyywbu bk UR
wuunwupmbwwnnt b hwoybnynqujut jhpwrdwt wywhnddwt tywwnwlng
nhunwnplt) Uhpwqquyhtt b mqquyhtt dwjuppuljubpnd dowljdus duppujunpnt
hpwjuljut b punupwlut Uninkgnidubpp:

Qpuljwimipui JEpnidnipni: dEpnisnipjut wpyniupubpp gnyg
wnwjhu, np UL nith  wbwluwhg tkpnd  winbuwluit wgh b
wpununpoulijuinipjut pupdpugdutt hwdwp, vwluwjt hpuuljut hunuy
jupquynpwtt  pugujumiput wuwydwbubpnid wjt Jupnn E junpugub)
unghuujut wmthwjuwuwpnipiniuttpp, pupunt] wohtwwnnnutph hpuyntupubpp
b dkdwgul) wignphpdwjut §nnuuwlunipjut phuljkpp, npp wwhwtenid k ny
dvhuyt mqquyht, wjb dhpwqquyhtt ppuduljutt jupquynpnidubtph dowlnid:
Bpyputph dbks dwup sh dquunmd hpwduljut vwhdwidwt dky wpwbduwguty
wphbunwljut pubwlwiunipjut Ynnuhg unbnddws JEpotmljus wpmynitpp, wyp
Wupugpnud b iyunwlhlt hwubbne gnpéphpugp oqunugnpétym] dwpnnt
ninbknht punpny Unwsnnnipjut tyutwl nt uljqpniuputipp: Uh owipp tpputpnid
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wphbunwljut puwtwjuinipjut opkunpuljut wdpugpyué vwhdwiunid shu,
husp ndJupnipjniiibp £ unbnénud hwipuhtt @ hpuduwliubh jupquynpdwi
ninpunbkpnud’: UE spugpujhtt wmywhnydwt b dkpnnubph wdpnnonipinit k, npt
hlpuht n'y Wunwupwiwnm k n's i mbgunuueuiunne: Munwuowbunn
whwp L jhukt  wphbunwlwt  pwtwluwinipjut htnbmd  jubquws
Juquuljipynipiniup, gopéptpwgutpp b dwpnhy (hwuwpwlnipmnibp): UL
hpwjuwljuwt jupquynpdwtt npnpund INRIA - wqquyhtt - hEnwgnunulju
htunhwniniinp womd L «wphbunwlub puwbwljuinipjut wnkhtunjnghwjh htwn
juydws Jupswluit JEpwhulnnnipjutt  gonpdwnnypubph hunwlkgdwu
whpwdbonnipniup»?” Uwuwsniubpuh nbkutininghwlwt httunhwnninp funpp
Jipdmipmt £ wbglugunid  pnpnuniuphtunipjutt b wphbunwlwb
putwuwinipyutt wpwtdhtt jupquynpdwt hwdwp wuhpwdbon gnpshpubph
Alwynpuwt Jhpwpkpu®: Uju hwdwnbpunnid hbnwgnunnnubpp wnwgwplnid
ki tpym  hhutwluwl  dnnbgmd opewbwlugh-Yni]kughwikph b
huytgujupquyhti*: Uhowqquyhtt dwjuppulny UL Jupquynpdwi nnpund
Juplnp puyp Ep 2024 pwlwihtt Bypwjunphpnh Ynnuhg «Uphbunwljui
putwljwinipyut b dJwpnne ppudnipubph, dnnndppudupnipyut b hpuyniuph
gipuluynipjut JEpupkpyu)» oppwtiwljuyhtt Yntdkughwyh punniunudp tyyunuy
ntubtuyny  wwwhnyky  dwpynt ppwyniupubph,  ghpwlumput b
dnnnyppuyuwpuljut  hppwjuljuwt  swhnpnphsubph  wwhwwinipmiip UR
hudwlupgbph ognnugnpédw pupwugpnid®: UL Jhpundwb pupwugpnid h huyn
Eynn phulh pwpdp hwjwiwuwimpmnitp ygwhwiynmd L dwubwgbnubph
Jbpwhuljnnnipnit b donwunhnwplnud UL hpwlwbwgynn gqnpépupwugutph
Wuntudp  hwuwpulmpuip yuonyuiknt dwupyluig swpuowhmdibphg
jud dbptuwubph upwy] nunigmudhg® Uhuwjt wppymibwdbn hpudulub

'Atabekov, Atabek. (2023). Artificial Intelligence inContemporary Societies: Legal Statusand
Definition, Implementation inPublic Sector across VariousCountries. Social Sciences 12:
178.https://doi.org/10.3390/s0csci12030178

2 INRIA. 2021. Why Must We Make Al More Responsible?, https://www.inria.fr/en/artificial-
intelligence-responsible-ethical-regulation

3 Hugq, Aziz, and Mariano Florentino Cuéllar. 2022. Artificially Intelligent Regulation. Daedalus
151: 330.

4 Leslie, D., Burr, C., Aitken, M., Cowls, J., Katell, M., & Briggs, M. (2021). Artificial intelligence,
human rights, democracy, and the rule of law: A primer. SSRN Electronic Journal.
https://doi.org/10.2139/ssrn.3817999

> Moise, A. (2025). Aspects regarding the Regulation of the Artificial Intelligence at the European

Level. Bulletin of the Transilvania University of Brasov. Series VII: Social Sciences — Law.
https://doi.org/10.31926/but.ss1.2025.18.67.1.25.
6Cath C. Governing artificial intelligence: Ethical, legal and technical opportunities and

challenges
Philosophical Transactions of the Royal Society a: Mathematical, Physical & Engineering
Sciences, 376 (2133) (2018), pp. 1-8, 10.1098/rsta.2018.0080
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Junwdupdudp E htwpwynp dbnut] UL-h ognnugnpsdwdp wuydwbwynpws
nhuljpp b hwnpwhwpl] wpwewgnn dwpunwhpwytpttpp’

Utipnjupwinipinil: Zknwgqnuunipjut oppwbwljutipnmud UR-h Jhpwundw
nunbuwljut b hpwduiut wqpbgnipjut  punypp quwhwwnbnt hwdwp
hpufubugyt) £ unpuwnpy thwunwpnpph, hpufuljut whntph b dhgwqquyht
juquuljipynipjniuitph (UUY, OECD, 30PRLEUUO, G7) qkynygubph,
hpwwwpwlnidubph hwdwnnun b jurmigquspuyht YEpniénipni:

dhpmdnipini: UL oquuugnpénudp nuipdl) bk gqnpéniubnipjub qpliph
pninp nnpuubkph wbpwdwtbih dwu, vwuyt gpu jupgquynphs b Ephlulwub
phunwpynudubpp dumd Bu dwubwndws:  Opybku tnp «Eplinygpe»
wihpwdtownnipnit £ wpwowtinid winpununtwnt UL wbkjtninghwukph b
nputp Jupquynpnn hpujuljub opgwlwlubph dhol wnjw pught plngsting
wjtwhuh  hpdbwpwp  bghpubp,  puswhupp o wignphpuwljwb
Ynndtwlwnipniup, ndjuutph qununthnipniip b yunwupwbwnynipniip:

Uphbtunwjut puwtwlwinipjutt jhpwenwip tbpuyugund £ wwppbp
nhuljtp, npnup ninnuihnptt jud wininnujhnpbt wgnnud o hwupnipiut 4pu:
Uju nhuljbpp Jupdwé tu hhdtwljuwind UL qupqugdwt dwlwppulhg b
dwpylughtt gnpéniubnipyudp wyh, ph hs Yhpunmpntt jobbbu URS: dpulp
ubpupnid Gt wopwwnmwwnbntph  htwpwynp Ynpniunbbp b unghwjulub
wiuuwmniinipnit. - wjtyhuh  nppubbkpnud,  htsyhuhp  Bu $htwbutbpp,
wnnnowwwhnipniip b qupdwbpp, wphbunwlut  pwbwlwbnipjub
ogunugnpénidp npybku «qkup», hwyybnynnqujuinipyut b puthwiughlnipjut
puguljuynipinip, wgnphpdwu Ynnuuwljunipiniup, wnjuukph
qununihnipju huwhannudubpp, Jhpuniuyg uywntwhpubpp i1
YhpEnhwjudwpunmpmitubpp®:  Uwppluyhtt  hwuwpwlnipjut  Jkpupbpug
phuljipp  tkpwend b wphbunwlut  pwbwlwinipjut  wqptgnipniup
ontjujuljut  munbunipjutt Jpw, dwppluig pnpnnbbpny thnpuwphudwb
htwpunpmpinitp, nintinh Unphdhljughwgh wkjutninghwitpp, dhgwqquyht
ununuwhnup  hwdwlupgsughtt - hwdwlwpgp, Juwbquynp ghnufjut
wnwonupwgp, qnpw] wpnnowwwhwlwt puunhpubpp b UF Ynnuhg dninpulp
Jbkpwhuljtiint tkpnidp, npnup upnn Gu h hujn qu UL qupqugdub tmwppbp
thniipnud: «Uphbunujut pwtwlubinipjut Ephjujut punupuluinipjut

’Cihon P., M.M. Maas, L. KempShould artificial intelligence governance be centralised?
A. Markham, J. Powles, T. Walsh, A.L. Washington (Eds.), Proceedings of the AAAI/ACM
conference on AI, ethics, and society, ACM, New York, NY, USA (2020), pp.228-
234, 10.1145/3375627.3375857

8 Zaidan, E., & Ibrahim, I. (2024). AI Governance in a Complex and Rapidly Changing Regulatory

Landscape: A Global Perspective. Humanities and Social Sciences Communications,
11. https://doi.org/10.1057/s41599-024-03560-x.
® Taeihagh A (2021) Governance of artificial intelligence. Policy Soc 40, 137-
157. https://doi.org/10.1080/14494035.2021.1928377
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Jwunpudnh pwpnbqugpnid. juwep dbpnnubtph Jbpmnisnipinity hnpdusnid
nuuntdtwuhpdly E 24 wwppkp  Epypubphg  Sdwgnn  wphbunwlwb
pulhuﬂlulhmp]u‘lh]} Jtpwpkpny 57 Ephjulut punupuwljutinipjut
thwunwpnpbp oguugnpstiny hwpynnujut mkputnwht yEpnidnipnitutnh
npululjut  pnjuinuynipjut  JEpnsnipjut hwdwgpnipni: Zhdbwlub
byuwwnwlp tnk £ pwguwhwynt)] UF punupwlwinipyut thwuwnwpnpbipnd
punhwtnip phdwubpp b hwdbdwnwlwt yEpnwdnipmnit junwpl) pt husytu Eu
wnwppbp  Jupwjupmpinibtip wowetwhbppnipnit  tiwjhu  jupbnpugnyh
hwpgtpht: Cunhwinip wndwdp hbinwgnngby B mwuthtip phkdwbp: Gplugnn
ynnuynpdwl gnpdpupugh thengny puguhwyndty ki Jkg pinhwinig phdwbbp’
uljgpniipubp, wmtdtwlwb nyju itiph uownwywinipnil, junwjwupnipjub nipkp
b wwpunwlwinipniuutp, pipugulupquyhtt ninkgnygubp, junwdupdwui b
Unthpnphugh Jdbhwuhqdubp b hdwgupwiwlut  tjuwnwunnidubp: Udbht,
hEwnwgnunipniup puguhwjnt] E wphtunwjuwipubujuiinipyuin Epwptpnn
31 Ephjulut ghitdw, npnip twpafhunid wbhnbuyt) Ehi:

Uh owpp ntuntdbwuppnipynitiibp gnyg E iy, np UL niith ntnbuwlut
wép fupwiknt qquiih tkpnid: Ophtwly, Zwdwowuphwyhtt nbnbuwljui $npnidh
niuntdtwuhpnipiniip gnyg b wyk), np wtuydnud t, np dhsh 2030 pduljuip
UEF  oquugnpénudp  Ypkph dhust 15,7 wphthnt gnpup  tkpppdwip
hwdwmphwyht mbnbunipyut dke!: Uk ht, UL wpnkt thnjuly kb wywquynid
bt wylkh  lphnjuh  wnnbkbghw)  wplwwnnnubph - Jbpupbpug o udyugkph
hwuwpwgpdwt, dpwljdwts b JbEpnisnipymt  dubkpp, wpwe phpkny
woliwinwiipuhtt npnpuumd dwpngnt hpwynitpubph  jpwpuondwt  jpugnighs
nhuljbp: Zkwnbwpwp, woluwwnnnubpp b gnpswwnniubpp wojuwwnnnubp Jupdbjhu
UF  oquugnpéudwtt  hpwdwlwbt hbEnbwbpubph dJwund pwjpdnud B
npudwpwbwlub hupgh: b dtpen, wuhpwdtown L hwodh wntbk] wyt thwuwnp, np
woluiwwipwht  hwpwpbpnipniuiiph  qonpw) Jhpuhnpudwt Eupungppuyg
npulwb htnmbwupubph htwn dkjnkn wyt nynpunubkpnid, npunbkn ogurnugnpéynid Eu
wpununpnpjui inp wkininghwbtp, wowewbnd ki wbhgwiljuh hbnbwbpubp’
juyyws YJuuyhwwih JEpwpuwopudwt b wplowwnnnubph  unghwjului
plbEnwgdwt hkwn:

Uf npupuwopowinid wohiwwnwipwhtt punupuwljuinipniip wnweht
htpphi whnp Eyuonyuih wjwingulul wpuwnwiph, wjuhtip' «lwpnljujhis

10 Tahereh, S, Tayebeh, S, (2024) Mapping Ethical Artificial Intelligence Policy Landscape:
A Mixed Method Analysis, Science and Engineering Ethics 30:9, https://doi.org/10.1007/s11948-
024-00472-6
1 Bozi¢, V. (2019). The Impact of Artificial Intelligence on Developing Digital Economy. J.Sport
Industry & Blockchain Tech, 1(1),1-11 https://doi.org/10.5281/zenodo.12599627
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wpluiwwnnidh  hpwynitpubpp  Lwtth np  ghuinipyjut b wbkjubninghuwjh
qupqugnidp  twpunbujus £ dwppubg ogmun phpkni, wy ny ph
ndJupnipniutp unbnshny hwdwp: Uwwquyh whtwwnwipughe
punupuwljutnipniip whwnp L dwnuwjh h tyyuwuwn pnpnnubpny thnpuwuphdws
wohmmwnnnubph gnjunbdwt hhdttwlwut hpwyniupubphtt b oqgih hwnpwhwpbkp
qpunyudnipjui 1Sugdwt hEwnlbwtpny wnwowuguid unghwjwljwi
ndyupnipniubpp: Mwunwhwlwt sk, np  npnnubph  hwdwp  hwwnnily
hpujuwlwt  Jupquyhdwl] uvwhdwibnt dJwuhtt pwbwdbh npnypp ks
puttmpynidutp £ wnwowgntky: «Uphkunwljub putwljuwinipniy hwuljugnipjut
wykjh  wdpnnowlwt uwhdwbdwt hwdwp wpwdl] wwwnlbpwynp L
Gypwunphpnh 2015/2103 (INL) «Inpninwohunipjui YbEpwpbpyuy
punupughwlwt hpwyniuph jutnuttp» pwuwdlip, nph hhdttwlwb tyuwnulu
uwhdwtl) UL ntipp b jupquynpl) pupdp mkhtninghwubph gnpdwénipjut hkwn
111111111,]_11125 hwpwpbpnipjniutbpp’®: Fubtwdbp UL vwhdwbinud E npuybu «ubjugh
onpnn» Uh pwih pimpwugpbpnyd, hiswhupp ki Jkbuwpubuwlul hdwunn]
wlipnily 1hubp, thnpdh jud hnpuwugpbgnipjut dhongny huptnipnyt unynpbyp,
ukunpttiph dhongny huptwjupnipjut dtpppipnudp bW/jud dhowduyph htwn
njjuutph thnpwbwlnidp (hnjujuwulgusnipini), npnowlh wuwnhdwh
dhqhjujut wowljgnipnit nitbkbwp b Juppugdsuyhtt dnpbip dhowyuypht
hwpdwpbkgubp:

UL nkjutininghwibph, dwubu]npuybu’ ghikpunh] UA-h b hiptudup
hwdwlwpgbph wpwqg wwpwénidp hhdtwpwp  dwpunwhpudbp £ ubunbg
ppwjului junwjupdwb hhdpbphtt pupdpugibing Juplnp hwpgkp opklph
gipuljuyniput b jupqudnpnn opowbwljubph hpwjuljut npnowlhnipnil,
huwpybnynquljwiunipnit b Yhpwnbjhnipmit wwywhnybint  jupnnnipjub
Jbpwptpu: Uhtypin  wplw  hpuduljub Ubjiwtuhquubph  opowtwlp
hhdtwwiunid Yhunmpntwguws L nppuughtt UF jupquynpnudubph b
huwdwywnwupmbtnipjut dkjpwiuhquubph Jpu. dbs dwuwdp whnbudws £ UL h
wytjh qut  hbwnbwupubpp  ppudulut howbnipyut, Junwdupdwb
Junnigubpubnh b htunhinnighniw] wpnuwpununnipjubt Ypu's

Bypnywljut hwbudtwdnnnyp 2021 pywlwith wwnhih 21-ht tkpluwyugptg
UL Jjupquynpdub ykpwpbkpu) Equjh b dhty wydd wpwehtt hwdwwwpthwuy

12 Poghosyan, S., Manucharyan, M., Martirosyan, G., Azatyan, L., & Asatryan, H. (2024). Leslie

matrix  matching approach in labor  market studies. Cogent Arts &amp;

Humanities, 11(1). https://doi.org/10.1080/23311983.2024.2426364

13 Civil Law Rules on Robotics: European Parliament resolution of 16 February 2017.

(2015/2103(INL)). (n.d.). https://eur-lex.europa.eu/legal-

content/EN/TXT/PDF/?uri=CELEX:52017IP0051

14 Chung, C. (2025). AI and the Rule and Role of Law: Reshaping Legal Regulatory Frameworks

to Address Emerging Challenges. 2025 IEEE International Symposium on Ethics in Engineering,

Science, and Technology (ETHICS), 1-8. https://doi.org/10.1109/ethics65148.2025.11098292.
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ppujului wowewplp wjuybu Ynsjws «Uphbunwlui  pubwljwinpjui
wljunp» (Artificial Intelligence Act, AIA):"® Uju tyquwnwl] niuh nisk] UL npnpwlh
Yhpwenipyniukph nhulibpp npuitp nuuwlupgkng 4 nuppkp dwluppulibkph’
wlpunniubh nhuly, pupdp rhulj, vwhdwbwthwy nhul b tuwqugniy phuly'e: UL
wpwqg qupqugnidp  hhdundhtt  thnjunid £ Yhpiphwigugnpénipnitubph
Ubpnnutptt nt swihbpp b tnybpwb nipe dwpunwhpwybpubp £ wowowgunid
hpwjwlw jupquynpdwt hwdwp: Cupwughl] opktunpnipiniup wekpbuynud £ dh
owipp puwgkph hbtuw, twubwynpuybu hunwl npdbph b wwhdwbnudbph
puguljuynipiniup, npnup jupquynpnid Eu UL inkjuininghwtitph ogunugnpénidp
Yhpiphwtgugnpémipiniitbiph  hwdwnbpunnid: Munph ophtiwy E wyb, np
ppiwut opttuppmpniimid pugwumd £ «aqhwy  $kjp» (deepfake) Yud
«huptwjup UL hwdwljupgtp» (autonomous Al systems) mkpuhuutbph hpudujut
uwhdwtnudp”: dbpohtt nmwubtwdjulnd  jupwjupdwt dby UL nipnus
punupulju wpdwquipp hhdtwjuwind ukpwnt) £ unpdwnhy opowtiwljutiph
uljgpniipubph Upwilnidp, npnup junwjuwpnipniuutph nL
Juquuljipynipjniutipp  Jupnn b hwpdwpkgul) ppbkbg  ubthwiwt UR
nuwqUuyupnipjniutphtt!®: Uhwynpuws Uqqbph Guquulbpuynipniup unknsty
tE Pupdp dwlupnpuih jnphppunuiut dwpdht, nph tyguwunwlp UL
dhowqqujhtt jupwjupdw Jhpupbpju wpwewnpnipiniuttp ukpluyugutu k:
U huwdwwywwnwupwt dhpwqqujhtt twppwdbnunipnitubp wnwowplly o UR
punupuljutinipjui utnu hpwjuljut  pwquuwywupnipnibubp, wy
punhwtpnipjudp, np pnnpt ) punpmibl) Bb «dwppujbtnpnty jupwdupdwt
Unnbkguwt  nkplhtwpubimpmbp §ehnpntwbium] twbh UL qupqugdwub
nunbuwljub wpdtph ypu':

‘Ushumnuiph wywqujh hwdwp Upjumwnwtiph dhowqquphtt juquulpynipjut
hwpnipudjulh hnswljughpp (2019). upwiunid b dwppuljkinpnt dnnkgdwt
Uowlnidp, npp Jupmigyus L dwpputg jupnnnipniutbph wdpuwundwl,
wpuwwnwiph htunhnnunubph wdpuyindwi b juynit, tkpunwlju b jumnih
nunbuwjut wgh nt wpdwbwwyunhy wywwnwtph upwtdw Ypu:

BRuschemeier, H. (2023). Al as a challenge for legal regulation — the scope of application of the
artificial intelligence act proposal. £RA Forum, 23, 361 - 376. https://doi.org/10.1007/s12027-022-
00725-6.

16 Proposal for a Regulation laying down harmonised rules on artificial intelligence, POLICY AND
LEGISLATION, https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-
harmonised-rules-artificial-intelligence

17 Zverev, V., Bushkov, V., Khrushkov, B., Sarychev, V., Ostaltsev, O., & Prokopovych-Tkachenko, Y.
(2025). ARTIFICIAL INTELLIGENCE AND CYBERCRIME: NEW CHALLENGES AND PROSPECTS FOR
LEGAL REGULATION. Contemporary Issues in Artificial Intelligence.
https://doi.org/10.69635/ciai.2025.11.

18 Silva, V. (2022). The Schumpeterian consensus: The new logic of global social policy to face digital
transformation. Journal of Social Policy, pp.1-17. Available at: https://doi.org/10.1017/s0047279422000861.
19 International Organisation of Employers, The Impact of AI on Work and Employment, policy review,
June 2024, p.14,
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Stnbkuwljut hwdwgnpswuljgnipyut b qupqugdut juquulkpynipjut (OECD)
wphbunwljut  pwbwuwtmput  ulqpoibptipp (2019).  wouwlgmd L
dwpnuljtinpnt wpdtpubpht, htsywhuhp tu opkuph qhipwljwynipiniup, dwpnnt
hpwyniupubpp b dnpnyppudupuljut wpdtpubpp hwpgbip wphbunwlut
putwljwinipjut nne Yjwuph ghlh Ehpmgpnu[\ tyuunul] ntiktwny pupwiby
ubpunwlwb wép b puthwtghly wphkunwljut putwljwinipyut qupgqugnidn:
‘Uphbunwlut puwtujuinipjut Jtpuptkpu 8NRFLEUYO0-h wnwewplnipiniup
(2021). pungdédnid £ wphbunwljut puwbwljuiinipyut hwdwlupgbiph dupgught
Jbpwhuljnnnipjutt Jupbnpnipjniup, b np punupwluwinipyut dowlnnubpp
wknnp E  hwdwgnpbuljght  dwubuwdnp hwwndwsh, punupughwlut
hwuwpwlnipjut, wphdhmpmitubtph b wy) owhwgpghn  Ynnukph
Ukpyuyugmghstbph htn' wpyup wigdwb hudwp:

‘G7 zhpnuhdwyh  wphbunwlut  puwbwlwinipjut  dhowqquyhtt ninkgnyg
uljgpniipubp b Juppwgsh Jwuntwghpp (2023). upwinid E wphbunwlwb
pubwluimpjut hudwlupgiph wifuwig b yunwupwiunn qupgugnidp’
phuljiph dbnuugdwt, pwhwighmpjul, jupwjupdwl, wijnwbgnipiulb,
htwnwqgnunipniuiiph wpwetwhtppnipjutt vwhdwidwt b wnwinwpwnubph
punniudwt vhongny:

Cunhwtinip wpdwdp, UL wbjuunnghwubpp Jupnn b (huk] jupbnp
gnpsdhp pupkltgnipjutt wnwepupwgh hwdwp, tphk wyt £&hpwnn ninnnpnytu: Uju
hwiquuwph Juplnpmipniup pp wohiwwnwipnid pungst) L hkwnwgnuinn U
Lwjut hp «Regulatory Framework for Artificial Intelligence: Ethical and Legal Issues»
wohunwbpnid  npybu  hhutwluwl  hbnwgnunuljut wunwal  gikm]
ninnpnidp. niqnoppl] UR quuwupuwbwnnt Yepynyg  Jhpwndwip b
httwpwynp Juwubbpp tuqbgubjniu?:
<<UP onpkuputp wpopnwuphh onipg>> hkwnmwgnuinipjut hwdwduwyt wpwewnup
tpYyutpp, npnup nukt UL nwquujupnipnit b Eipwontunpuljut wjntp:

Unmniuwl] I-nud ubplujugués Uqquihtt nwquudupnipjut  hwdwp
pnobinwhtt dwpubkph nupkjut quwhwndws dhowluypp wnwyl; ks Eu
dpwuvhwynud, Sbpdwbhund b Puyuwbhwmnd, stuyws UL Uqquyjhl
puqUuyupnipjnibtbiph b puwnupwlwimpmitubph  pughwbinip  phyny
NMnpunniquihwt ghpuquugnid t ppwbuhwghly, puyg pnighnnwghtt swpiubpny
qhonmid E: <<UR opkupubp wpjuwuphh onipg>> htnnwgnunipyui Udktwpwn UR
opkuputp niukgnn tphhpp Uhwgyuy Vwhwiqubpt E, npp 2024 pywuljutth dwpunht
htwnwgnunipjut  wigjugdutt  wuwhhi wppkt  niubp wnphbunwljui
putwljwinipjut 82 punwpwlwinipinit b nwquuyjwpnipnii:

20 Lala, A. (2025). Regulatory Framework for Artificial Intelligence: Ethical and Legal
Issues. Journal of Law and Regulation Governance. https://doi.org/10.57185/jlarg.v3i4.104.
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Unyniuwl 1

Udkuwown UL nmquuyupnipniutbp b punupuljubnipniuitp jhpwnnn 10

tpypubpp?
UL Uqquyht UL wmqquyhtt Uqquyjhtt
nuquuyupnip- nuqUujunpnipju nuqUujupnipjui
miutph b wiutnulp hwdwnp pjnigknughe
Bplypukp punupulju- Swpuubinh mupklijut
unmipjniubpp guwhwnqus
pughwimp Uhguljuypp,
phyp Ui gnjup
uuu 82 Qnpéwunhp hpudwwghp
UL miunumbg,
yupnyuwigws b hntuwih
qupqugdut b -
oquwugnpélwi
Ytpuptpyuy
[510) 63 UL Jtpupbpuy 500uj<
hwdwljupqud Spughp
Ul hw 61 Uqqujht UR -
nuqUuyupnipintl
Uduunpuwihw 44 Uduunpwihugh UR 50-100u1ta
gnpénnnipniuttiph
Spwighpp
Qhpdwthu 38 Uqqujht UR 100-500uju
nuqUuywnpnipinil
Mnpunniquhw 36 UFR Mnpuniquihw 2030 - 1-5Uju
UR wqquiyhte
puqUuyupnipntl
Bnipphw 36 Uqqujhtt UR 5-20u
puqUuyupnipntl
dpwiuhw 34 Uqqujhtt UR 500uj<
nuqUuywnpnipinil
Zunjuuwnwb 32 Ugqgquyht UR 20-50uUju
nuqUuyupnipinil
Uninidphw 30 Uqqujht UL 1-5uj
nuqUuyupnipinil
buyuthw 28 Uqqujht UL 100-500u7
nuqUuyunpnipinil

Uphbunwjut putwljuinipjut 82 twjnwdbnunipiniuitnhg 33-p junwjupdut
punupuluinipnil ki, 25-p° mnkgnygh U jupgquujnpuwt punqupuljwint pyntl,
14-n  wphtunwliwi  puwbwjuimpput  jupubdwbt b wy  jupupmiudwb

2 ATLAWS AROUND WORLD, https://www.aiprm.com/ai-laws-around-the-world/ai-laws-

around-world.png
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punupuluinipmnil, hul 10-p $htwbvwlut wowlgnpub punupwlw-
unipjnil: Zujwunwun 71 Epyputiph owppnid qpuntgunid £ 60-pn inbinp, njnpunht
tyuwuwnnny UL Uqquyhtt pwquuyupmpmnibtbbph b punupwulwunipjnibutph
punhwtnip pYny 3 twpwdbnunipinit b puuynid £ wyt tpypubkph puppht, npnup
snLublt wmqqujhtt pwqUwyuipnipinil, vhispbn hwplhwb @Enipphwt 2024 npnipjudp
wyn gniguhony qpunbgunud t 7-pn wbnp b h mwppbpmpinit 22 nith UR
ninpunhb ykpwpkpnn wqqujhtt nwquuupnipniu??:

2025-h Jtpohtt myjwukpny, wnujuqu 40 tpypubp niukt yguwownnbwybu
hpuwywpuljyus UL nwqUujupnipiniu?: Uju gnigutihop ykpwpbkpnud E dhwgt
wuwonnbwybu hpuwywpwldws Spugptpht: bpujutnid  pwwn Eplpubkp qunuynid
Et UL nuquujupnipiniutibp dowljknt thnynid jud niub gnpédnn opttunpujut
wljnkph n punupwljwintpniiikph hwdwwninipinit shwudwpdbyny (hupdtp
«qupquyhdwll niukgnn pwquuyupmipnibtbp»: Fhnlbu 2021p-ht Ppnipht
htunhwnninh  JbEpnidnipynitubpp  pungpynud  Eht 34 Gphptbp, npnup
utpuyugpty thlt mqquyhti UE dpughp uad wjub:

Uppynitwpbpnipnin 5.0-h  wbgignid  wbgdwtt & UF  Jhpundwb
«dupnuljkunpny dnnbkgdwtt hwdwp wihpwdtown Eup hwdwpnd yhwnwlut
dujupnulngy UL hpujuliub jupquynpdwt dbjowthqdutph  dpwlnudp,
pwthwighl nt tbpupwlwt hwoytnynnujuinipyut hwdwlwupgh dAbwdnpnudp
punupuljuimpniuubph dowldwt dudwbwl:

Bopujugmpinit: UL hpujuljut jupquynpdwt dhowqquyhtt thnpdp
nuuindtwuhpnipniip  hwuwnnd £, np UF Jhpwndwt  «fwpnpuyktnpni»
Unwnkgnidt n1 ninnnpynidp wwhwgnid £ hwmdwyuinwupuiut nwquujupnipjut
wnluwynipnil: dhpmsnmipiniip . thwuwnnd  E, np wnu hpuwduiub
Jupquynpnidutpp hwdwj skt hwmdwywunwupwinid UL wnbkjuuninghwttph
qupqugdut nmbkdykpht. puquuphy tphputpnud puguljuynud £ UA-h hunnuy
hpwjwluwt  uvwhdwiunidp, hwsybkue twbh wyWuuuwupwbwnyniput
JEpwhulnnnipjut wpynibwdbn dbjuwmtthqdutpp: Uju ppudhdwuljp hmnljuybu
hunpwhwpnyg £ wojuowunwonijuyh b hwtipuyhtt junwupdwi njnpunubkpnid,
npnkn UL hwdwlwpgbph Yhpwenudp Jupnn L nmbbbw]  widhpwlwb
wqpbgnipmitt dwpgnt  hhdtwpwp  ppwyniipubph  Jpu:  ZEnbwpwp, UR-h
wuwnwupuwbwnnt hpwenidp sh upnn ghnwuplyt) gnin nkutininghwjut jud

22 ATLAWS AROUND WORLD, https://www.aiprm.com/ai-laws-around-the-world/ai-laws-
around-world.png

2 SYjwp hhdujwsd L «40 National Al Strategies» Yipuwwuwinpuwuwndwl Jpw, Global Institute
for National Capability, https://www.ginc.org/40-national-ai-strategies-august-2025

24 Samar Fatima, Kevin C. Desouza, Gregory S. Dawson, and James S. Denford, (2021) Analyzing
artificial intelligence plans in 34 countries, https://www.brookings.edu/articles/analyzing-
artificial-intelligence-plans-in-34-countries
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nunbuwljut  hwpg, w)] wwhwipnmd bt hwdwwywphwl hpwdujut b
punupuwlju Unnbkgnid: Uju hwdwwnbpunnd wpwowplynid L wyhwnwlub
nuquuyjupmpjui dowlnid, npintny jukpundtt UL ubpppdwt ninnnipjnibubp
nuun ninpuniitph’ huwnuly dpwgpbpny, pniokny, Uhowqquyhtt
hwdwgnpdwlgnipyut hwppwltpny: Uju wdktuht gniquhbn whwnp £ wywhnydby
twl  hwlwyunuwuwb — opkunpuppudulwb hhpkph  unbnsnud UL
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hunppujhtt yEpwthnpunidutph hhdtwlut pwpdhs nidtphg dklp: Uhududwbwy
Uf  wkpunnghwubph Jhpwenudp wpwowginiud E  kwljwb  hpudulub,
unghwjwluwt b Ephjuwlwt  dwpnwhpufbpitp juygduws  wdpuyibph
wuwonywunipjul, wignphpdwjut puthwighlnipjut, yunwupmbwnynipjub
b wopnwwnnnutph hhdtwpwup hpwynitpubph wwhwywbdwb htwn, npnd
yujlwtwynpquws £ htnwgnumpjut phdujh wpphwljwimpiniip:
bpujubwgyt); Lt tnpdwwnhy  hpwduljutt  wlubph,  dhowqquyjht
juquultpympmniuuiph (W04, OECD, 3NRLEUYO, G7, Gypnjunphnipg)
qiynygutph b pwqUwupulwubt  hwunwpnptph  jubpnigjuspuiht b
hudbdwunwljut Jipnismpmit: Uy btyuunwlng niumduwuhpdl; B UR
Yupquynpdwls  dhgwqquuyhtt thnpdp, gnpénn b wpwgwplynn - hpujuljub
opowtiwljutpp, hswyhu twl dwppulbktnpnt puwnupulut Ununbtgnidubph
wnwbdwhwwnlnipniuubpn:

znpush byuwwnulit E niunidiwuhpt) UR-h Jhpwndwt hpuduljub b
punupulul vupnwhpudbpbpp’ ghnwpilny husybu nbnbuwlwt wsh b
wpynibwybnnipymtt httwpwynpnipnibubpp, wbwywbu F  wpojowwnnnubph
wuwonywiunipjut b hwuwpwlnipyubt unghwjulwt juynittnipjut jpunhpubpp:
Uju opowtwlynid jinhp £ npdty bp hwubk] UL wkjuninghwbtph Jhpundwi
wpyniipnid wowewguws  hpwdwlw  phukpp wdjuyikph  dowldwd,
wignphputbtph  puwthwighympjut b wpjuwwnnnubph - hpunitipubph
wuwonyuwiunipjut wnmbkuwblmnithg, husybku twb phunwplyl] dhowqquyhtt b
wqqujhtt  dwlwppuiubpnid  dpwljqwsd  dwpnuybbnpnt  hpuduliwit b
punupulul Unnkgmdutpp UL-h wwwnwupwiunm b hwpdbunquljui
Jhpuwpdwi wywhnddw tyyunwlny:

UL wppnibwdbn b yuwunwupwbwnnt Jhpundwt twpwwyuwdwt k
hudwwyuwpthul, jutpwnbtubjh b dupguljtinpnt hpupdujut jupgquynpdwt
Alwynpnudp:  NMEnwluwt  dwuppuiny pwuquujupmput dpwlnudt o
dvhpwqqujhtt jujwugnytt  thnpdh hunbgpnudp  Jupnn b tyguwunbk; UR
wnbkpuininghwkph widunwg nt tbpupwljut gnpéwénipjuip:

Puwitmh punkp. UR, hpujuwluwi jupquynpmd, dwpnuljtinpnt dnnbkgnud,
wpnwwnwiipwjhtt hpwyntupubp, wignphpdwlju puthwighlnipnil, nyjwjutph
wwownuywunipintl

VCKYCCTBEHHBIV UHTEJIJIEKT: TOYKY 3PEHUSA ITPABOBOT'O
PETYJIMPOBAHUA
HIOI'EP INIOI'OCSH

Awnnoranus
IIMupoxoe ucnons3oBanue VM B mociemnne rofsl CTAalo ONHONM M3 TIaBHBIX
IOBIDKYIIUX CUJI TIyOOKUX TpaHChOpMauuii B udpoBOil SKOHOMHUKE, Ha PhIHKE TPyAa U
B COLIMAIBbHBIX OTHOIIEHUAX. B TO e BpeMs, HCIIONb30BaHMe TexHoioruii MU
IIOPOXKZIAeT 3HAYUTeIbHEIE IPABOBBIE, COLMAIbHBIE M DTUYECKHe IIPOOIEMBI, CBI3aHHBIE
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C 3AIMUTOM JAHHBIX, AITOPUTMUYECKOH IIPO3PaYHOCTHIO, TOZOTYETHOCTHIO U 3aIUTOMH
OCHOBHBIX IIPaB paOOTHUKOB, II0TOMY TeMa MCCJIeZIOBAHUA CTOJIb aKTyalIbHA. [IpoBenen
CTPYKTYPHBI M CPaBHUTEIBHBIM aHAJIW3 HOPMAaTHBHO-TIPABOBBIX aKTOB, IOKJIATOB
mexgyHapoguerx opranusanuit (MOT, O3CP, IOHECKO, G7, EBpoxomuccus) u
CTpaTeTHMieCKHUX JOKYMeHTOB. [Ind 3Toro m3yd4eH MeXZYyHApOAHBIM  OIBIT
perynuposanus MWW, neficTByromue M IIpejjaraeMble IIPaBOBbIe PaMKHU, a Takke
0COGEHHOCTH YeI0BEKOIEHTPUYHBIX TOJIUTUIECKUX ITOXO/O0B.

Llens cTaThyt — pacCMOTPETH MIPABOBbIE U MOJIUTUUIECKUE IPOOIEMBI IPUMEHEHUS
VW, yauTpIBas KaKk BO3MOXXHOCTY AJII SKOHOMUYECKOI'0 PocTa U 3¢ (PeKTUBHOCTH, TaK U
BOIIPOCHI 3aIUTHI TIPAB TPYAAIIUXCA U COLMAIBHOM CTaOMIBHOCTH 0OmecTBa. B pamkax
3TOro GBLJIAa TTOCTaBJ€HA 337a4Ya BILENUTH IIPAaBOBble PUCKU, BO3HUKAIOI[KE B CBSI3U C
ucronb3oBanreM Texuosoruii Y, ¢ Touku 3peHust 06paboTKU ZaHHBIX, IPO3PATHOCTH
QJITOPUTMOB U 3aIIUTHI IIPaB TPYAALINXCS, a TAKXKe PAaCCMOTPeTh OPHEHTHPOBAaHHEIE Ha
YeJIOBEKa IIPAaBOBbIE U ITOJIUTUYECKUE TTOAXOABI, pa3paboTaHHbIe Ha MEXAYHAPOJHOM U
HAI[MOHAIBHOM YPOBHAX [Jii O0eCIedeHUs OTBETCTBEHHOTO M IIOJOTYETHOTO
ucnosab3oBanus MN.

ITpemmoceuikoit n1a 3(p@PeKTHBHOTO M OTBETCTBEHHOro HcIoab3oBaHus MU
aBiAeTcs GOPMUPOBaHME BCeOOBEMIIIONIETO, IIPeiCKa3yeMOro ¥ OPUEHTHPOBAaHHOTO Ha
YyeJIOBeKa IIPABOBOTO peryJIMpoBaHUA. Pa3paboTka cTpaTeruyu Ha TOCYJZAapCTBEHHOM
YPOBHE M HHTErpanus IepefjoBOTO MEXAYHAapOAHOTO OIIBITa MOTYT CIIOCOOCTBOBATH
6e30macCHOMY M MHKJIIO3UBHOMY HCIIOJIB30BaHUIO TexHomorui V.

KioueBsie cmoBa: I, mpaBoBoe peryniupoBaHUe, 4YeJIOBEKOLEHTPUYHBIIN
IIO/IXOZ, TPYOBhIE ITpaBa, AJITOPUTMHYECKasA IIPO3PAaYHOCTb, 3aLIUTA JAHHBIX

ARTIFICIAL INTELLIGENCE: POINTS OF VIEW OF LEGAL REGULATION
SHOGHER POGHOSYAN

Abstract

The widespread adoption of artificial intelligence (AI) in recent years has
become one of the key driving forces behind profound transformations in the digital
economy, labor markets, and social relations. At the same time, the deployment of Al
technologies gives rise to significant legal, social, and ethical challenges related to data
protection, algorithmic transparency, accountability, and the protection of workers’
fundamental rights, which underscores the relevance of the research topic. The study
conducts a structural and comparative analysis of normative legal acts, as well as reports
and strategic documents issued by international organizations (ILO, OECD, UNESCO,
G7, and the Council of Europe). To this end, international experience in Al regulation,
existing and proposed legal frameworks, and the specific features of human-centered
policy approaches are examined.
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The aim of the article is to explore the legal and policy challenges associated with
the application of Al, considering both its potential to foster economic growth and
efficiency and the issues of worker protection and social stability. Within this
framework, the study seeks to identify the legal risks arising from the use of Al
technologies, particularly in terms of data processing, algorithmic transparency, and the
protection of workers’ rights, and to analyze human-centered legal and policy
approaches developed at the international and national levels to ensure the responsible
and accountable use of Al

The effective and responsible deployment of Al requires the establishment of a
comprehensive, predictable, and human-centered legal framework. At the state level,
the development of strategic policies and the integration of international best practices
can contribute to the safe and inclusive use of Al technologies.

Keywords: artificial intelligence, legal regulation, human-centered approach, labor
rights, algorithmic transparency, data protection
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