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HIERARCHICAL MULTIMODAL TRANSFORMER FOR SIGN
LANGUAGE RECOGNITION

Traditional sign language recognition (SLR) systems primarily focus on hand
gestures, while facial expressions and body posture also play a crucial role in solving these
problems.

This paper presents a multimodal transformer architecture (MM-Transformer) that
integrates three main aspects of sign language: hand gestures, facial expressions, and body
posture. The proposed system has a hierarchical fusion mechanism that combines
specialized encoders: 3D-CNN for hand gesture recognition, a deep residual network for
facial expression analysis, and a keypoint tracking system for body posture estimation.
Testing results show that this system achieves 93.2% accuracy. The proposed model results
in higher inference time and memory consumption compared to models that process only
hand gestures. However, it achieves higher inference accuracy while maintaining real-time
performance.

Keywords: deep learning, transformers, sign language, multimodal, CNN.

Introduction. Systems for SLR focused on the primary manual gestures
made with hands, neglecting facial expressions, body posture, and other contextual
factors that are important in SLR [1]. As a result, such systems often miss the
subtleties and complexities of real-world sign language.

With evolving technology, an increasing number of systems face challenges
integrating new forms of data. For example, the sign language expressions as a
form of communication have facial expressions, body posture, and environment,
making it challenging, yet easier for these systems to understand semantic intricacies
[2]. Also, context-oriented models are especially effective in situations where
certain gestures have multifaceted meanings due to their context.

For one, the system sensing external data has to have increased memory and
processing capabilities, leading to greater system complexity.

However, these new multimodal systems present a number of problems.
They require more memory and computational resources, which increases the
complexity of the system. At the same time, the combination of multiple input
sources (hands, face, body, environment) leads to high latency and high hardware

requirements, which makes their real-time implementation difficult, especially on
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devices with limited power [3]. In addition, training such systems requires large
and diverse datasets, which are currently limited and can affect the generalization
ability of the models across different sign languages and dialects.

However, despite significant advances in deep learning and multimodal
processing, current systems for SLR continue to have fundamental limitations.

The related works. Researchers have had success in recognizing individual
components of sign language hand gestures, facial expressions, and body postures
but few approaches have successfully combined these elements into a unified
recognition system. These studies are beneficial for certain parts of SLR but the
research has mostly failed to address the multi-faceted nature of sign language
communication. The growing body of research conducted is very fragmented.

Recent studies have attempted to suggest solutions to SLR problems.
However, these studies have dealt with hand movements, contextual clues, facial
expressions or other forms in an isolated manner rather than integrating all of them
at once.

Among the most recent works, SignBank-RNet (2023) used 2800 symbols
from SignBank to propose a new CNN architecture. Through proportional sampling,
32 frames were obtained from each symbol, which improved the recognition
accuracy [4].

For facial feature analysis [5], the FaceASL-2000 dataset was used. The
proposed CNN model achieved improvement in accuracy for facial recognition.
However, the system requires high computational resources and runs slowly in real
time.

For body pose estimation, the system presented in [6] tracks 18 nodal points.
The advantage is that the system works stably regardless of lighting changes. The
disadvantage is that the system does not work accurately when body parts overlap.

In the study of the influence of contextual elements. The advantage of the
model is its robustness to background noise. This system requires pre-processed
data and is hard to adapt to new environments without retraining.

Proposed method. The proposed transformer architecture represents a new
approach to SLR, incorporating a large amount of data through a deep learning
system. The system is based on the processing of three different but interconnected
aspects of SL: hand gestures, facial expressions, and body position. The method
processes video input using three specialized encoders: (1) a 3D-CNN for hand
gestures, (2) a deep network to recognize facial expressions, (3) a body-pose
estimator. This project uses three main parts:

e a network to recognize facial expressions,

® a system to track hand movements,

e a body-pose estimator that follows key points of movement over time.
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First, it takes at hand movements and facial expressions separately. Then, it
combines the features we’ve gathered, paying attention to what’s happening around
them. Finally, position data usage to improve how the system understands gestures.

Each step is specifically designed to capture different aspects of SLR
communication. The hand gesture step utilizes 3D convolutional neural networks,
which process images in three dimensions. This approach enables the system to
accurately track complex hand trajectories and gestures in space.

Meanwhile, a deep residual network is employed to analyze facial expressions.
This network is capable of monitoring changes over time and can detect even subtle
variations in facial expressions, which are essential for interpreting the meaning of
a sign.

One notable feature of the system is its hierarchical fusion mechanism. It
combines information from hands, face, and body to determine how they work
together. The system can dynamically change this importance depending on the
situation.

For merging this there are several steps: First, each type of information is
processed separately. Then the system begins to combine them in pairs, for
example, hand movements with facial expressions. Finally, all the information is
combined, creating a complete picture of the sign.

Body position analysis systems pay attention to the positions of the
shoulders, head, and upper body; these often provide contextual information that
helps distinguish such gestures. During training, the system learns not only to
correctly recognize individual symbols, but also to understand their temporal
sequence.

The learning rate is carefully adjusted to ensure stable system performance.
The system can process video in real time, which allows it to be used in real-life
situations (Fig.).
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Fig. Multimodal SLR algorithm block diagram
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Experiments. Three main datasets were used in the research. The MS-ASL
dataset [4] contains videos of SLR performances, with 1,000 hours featuring 1,000
different signs performed by multiple signers. This dataset is particularly valuable
for testing the system in comprehensive linguistic environments. The WLASL
dataset [5] is another significant collection, with 2,000 unique sign language words
captured across various contexts. The Boston ASL Dataset [6] provides an
additional 500 hours of material from native signers, offering opportunities to test
cross-linguistic SLR and cultural variations.

The system was evaluated on three benchmark datasets: MS-ASL [7],
WLASL [8], and the Boston ASL Dataset [9], covering a wide range of linguistic
and environmental variations

Table 1

Results of the experiments

Approach Modalities Accuracy (%)
Traditional CV Hand only 80.1
CNN-based Hand+Face 83
LSTM-based Hand+body 87
MM-Transformer All modalities 93.2

The results in Table 1 show that the proposed model achieved an increase of
accuracy on the MS-ASL dataset. Studies have been conducted to assess the impact
of individual modes. Using hand gestures alone, the accuracy was 80.1%. Adding
facial expressions increased it to 83%, and including all three modes reached 93.2%.

Table 2
Performance results
Model Inference Time(ms/frame) MemoryUsage(MB)
LST™M 12 245
CNN 25 386
MM-Transformer 18 312

Table 2 presents performance comparisons across three different approaches:

LSTM, CNN, and MM-Transformer. The inference time is calculated using the (1)
formula [10]:

Total Processing Time (1)

InferenceTime = ,
Number of Frames Processed

where the model's total processing time (ms) is the time, it takes to process a batch
of frames and the number of frames processed is the total number of frames
analyzed in a dataset or batch.
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Results. The MM-Transformer delivers top performance, achieving the
highest accuracy. But it’s lost in inference and memory, compared with the simple
model. With an inference time of just 18 ms per frame and a memory footprint of
312 MB, it significantly improves computational efficiency while maintaining high
accuracy across multi-modal SLR tasks.

Conclusion. The MM-Transformer architecture shows significant improvement
in SLR by using multiple types of data hand gestures, facial expressions, and body
posture. Unlike traditional methods that focus on just one type of data, this approach
captures the full complexity of sign language communication, which leads to much
better recognition accuracy.

Tests on the MS-ASL, WLASL, and Boston ASL datasets show that the
system is effective, achieving an accuracy of 93.2%. Experiments show that the
proposed method has an improvement over the old methods.

However, the MM-Transformer is accurate, but requires more computing
power. It takes longer to process each frame and consumes more memory than
simpler models.

Overall, the MM-Transformer is a good advance for real-time use. SLR: It
provides a good mix of accuracy and efficiency, making it suitable for practical use
in assistive technologies and human-computer interaction.
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1. U. QULUS3UL

ZPGLULVPY AUQUUUNNUL SCULUSALUUSAL LTULULELE LEQIR
LULU2UUVL ZUuUUL

‘Lowtiitiph (kquh dwtwsdwt wjwtnuljut hudwlwupgbpp hhdtwwimd jEunpntw-
unud G dbnph dhunbtph niuntdtwuhpnipyut Jpue: Ujuntwdkuwguhy, ghdph wpnuwhwynne-
pintup b dwpduh nhppp tnyuwbu own fuplnp B wyu wnhyh junhpbpp nistnt hwudwnp:
Ukpuyugynid b puquuunnuy npuudnpdbph Swpunupuytnnipiniup, npp dhwynpnud
E wpwhikph (kquh bpkp hhubwwi wuwklnikpp dknph dhunbpp, yhlph wpnwhwjnne-
miup b dwpduh ghppp: Unwowplynny hwdwlwupq nith hhkpuppuhyuwt dhwénydw
Ukjuwlihqu, npp hwdwnbnnud b ynyundnphstitp’ 3D-CNN dbinph dhuntiph fwbwstiwt hundwp,
Junp dbwgnprughtt gulg nphtwhunh Eppmisnipjut hwdwp, b nwpuswdudwbwljuh
hhdtwlknbkph hbnbdwh hwdwlupg dwpdih nhpph giwhwindwb hwdwp: Unwbngupn
ptunnuynpiutt wpynitpubpp gnyg i viwjhu, np wyju hwdwlupgp hwuetnmd £ 93.2%
&ogpumppuit: Unwowplny unpkyp hwigkghnid b kqpuijugnippuip’ wtjh ks dudw-
twlh U hhonnmput uvyundwb, hudbdwnws wyt Unnbjutiph htwn, npotp dpwlnud Gu dhug
Aknph dhunbpp: Ujintwdbtwjuhy, wyt hwubnud E wdbh pupdp dogpunnipjudp qpujugne-
Pl

Unwigpughl punkp. anp niunignid, mpubudnpdbplibp, tpwtubph (kqnt, puqdw-
Unnuy, CNN.
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JI.M. TAJICTSIH

UEPAPXUYECKHUA MYJbTUMOJIAJILHbIA TPAHC®OPMEP JIJIsI
PACIIO3HABAHMUA SI3BIKA )KECTOB

TpaauIMOHHBIE CHCTEMBI PACTIO3HABAHMS SI3bIKA )KECTOB B OCHOBHOM (hOKYCUPYIOTCS Ha
H3yYeHHUH KeCTOB pyK. OHAKO MHUMMKA M 11032 Tejla TaKKe€ OUYEHb BAKHBI JUIS PEIICHUS
TAaKoro poja 3ajgad. B HaHHON cTaThe MNpeicTaBiieHa MyJIbTUMOJATBHAS apXUTEKTypa
TpaHchopMmepa, KoTopast 00bEIUHACT TPH OCHOBHBIX ACIIEKTa S3bIKA JKECTOB: KECTHI PYK,
MHUMHUKY U 103y Tena. [Ipeiaraemasi cucreMa MMEET MEpapXUUeCKUi MEXaHU3M CIIHSHUS,
KOTOPBII O0BETUHSIET CIICaTN3UpOoBaHHbIe KoaqupoBmUKU: 3D-CNN 1 pacnio3HaBaHUS
JKECTOB PYK, ITyOOKYIO OCTaTOYHYIO CETh AJISI aHAJIM3a MUMHKH M IPOCTPaHCTBEHHO-Bpe-
MEHHYIO CUCTEMY OTCJIEKUBAHUS KJIIOUEBBIX TOYEK IJIS OLICHKH MO3bl Tena. TecTUpoBaHue
HAa CTAaHAAPTHBIX JTAJIOHHBIX TECTaX IOKAa3bIBAET, YTO 3TA CUCTEMA JJOCTUTAeT TOUHOCTHU
93,2%. Ilpennaraemast MOZEIb NPUBOJMT K O0JIee BHICOKOMY BPEMEHH BBIBOJIA U IOTpedIIe-
HHUIO MIAMATH 10 CPAaBHEHUIO C MOJEISMH, KOTOpblE 00padaThIBAIOT TOJIBKO JKECTBHI PYK.
OpHaKo OHa JOCTUraeT OoJsiee BHICOKOW TOYHOCTH BBIBOJA, COXPAHSS IIPOU3BOJUTEILHOCTD
B pealbHOM BPEMEHU.

Kntoueswvie cnosa: rnydoxoe o0ydyeHue, TpaHCHOPMEPBI, SI3bIK KECTOB, MYJIbTHMO-
nmanpabii, CNN.
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