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A. BANERJEE, M. BASIR AHAMED

not take the multiplicities into account, f and g are said to share the value a IM

(Ignoring Multiplicities).

De�nition 1.1. For a non-constant meromorphic function f and any set S ⊂ C,
we de�ne

Ef (S) =
⋃
a∈S

{
(z, p) ∈ C× N : f(z) = a, with multiplicity p

}
,

Ef (S) =
⋃
a∈S

{
(z, 1) ∈ C× {1} : f(z) = a

}
.

If Ef (S) = Eg(S) (Ef (S) = Eg(S)) then we simply say f and g share S Counting
Multiplicities(CM) (Ignoring Multiplicities(IM)).

More formally it can be explained as follows.

De�nition 1.2. [3] If f is a meromorphic function and S ⊂ C then if z0 ∈ f−1(S),

the value of Ef (S) at the point z0 is denoted by Ef (S)(z0) : f−1(S) → N and is

equal to the multiplicity of zero of the function f(z)− f(z0) at z0 i.e. the order of

the pole of the function (f(z) − f(z0))−1 at z0 if f(z0) ∈ C (resp. of the function

f(z) if z0 is a pole for f).

Evidently, if S contains one element only, then it coincides with the usual

de�nition of CM(IM) sharing of values.

In 2001, an idea of gradation of sharing known as weighted sharing has been

introduced by Lahiri [11, 12] which measure how close a shared value is to being

share CM or to being shared IM . So for the purpose of relaxing the nature of

sharing the sets, the notion of weighted sharing of values and sets, has become an

e�ective tool.

Recently, the de�nition have been reorganized by us [3] as follows.

De�nition 1.3. [3] For k ∈ N and z0 ∈ f−1(S), let us put that Ef (S, k)(z0) =

min{Ef (S)(z0), k + 1}. Given S ⊂ C, we say that meromorphic functions f and g

share the set S up to multiplicity k (or share S with weight k, or simply share (S, k))

if f−1(S) = g−1(S) and for each z0 ∈ f−1(S) we have Ef (S, k)(z0) = Eg(S, k)(z0),

which is represented by the notation Ef (S, k) = Eg(S, k).

As we proceed through the literature of the shift and di�erence operators of a

meromorphic function f , we feel that there should be a streamline in the de�nitions.

This is one of the motivations of writing this paper. To this end, below we are

providing several de�nitions in a compact and convenient way.
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In what follows, c always means a non-zero constant. We now de�ne the shift

and di�erence operator in the following manner.

De�nition 1.4. For a meromorphic function f , let us now denote its shift Icf

and di�erence operators ∆cf respectively by Icf(z) = f(z + c) and ∆cf(z) =

(Ic − 1)f(z) = f(z + c)− f(z).

Next we de�ne ∆s
cf := ∆s−1

c (∆cf),∀s ∈ N− {1}.

For the purpose of generalizing the above de�nitions, we now propose the de�nition

of linear shift operator Lp(f, I) as follows.

De�nition 1.5. For a meromorphic function f and a positive integer p, we de�ne

Lp(f, I) = apIcpf(z) + ap−1Icp−1
f(z) + . . .+ a0Ic0f(z)(1.1)

= apf(z + cp) + . . .+ a1f(z + c1) + a0f(z + c0),

ap(6= 0), . . . , a1, a0 ∈ C, cp, . . . , c1, c0 ∈ C.

In particular, for suitable choice of cj , say cj = jc, for j ∈ {0, 1, . . . , p}, we call

Lp(f, I) as a linear c-shift operator Lp(f, Ic) as follows.

De�nition 1.6. For c ∈ C∗ and a positive integer p, we de�ne

Lp(f, Ic) = apIpcf(z) + ap−1I(p−1)cf(z) + . . .+ a0I0f(z)(1.2)

= apf(z + pc) + ap−1f(z + (p− 1)c) + . . .+ a0f(z).

Analogous to the de�nitions 1.5 and 1.6, we now introduce the de�nitions of

linear di�erence operator Lp(f,∆) and linear c-di�erence operator Lp(f,∆c) in the

following manner.

De�nition 1.7.

Lp(f,∆) = ap∆cpf(z) + ap−1∆cp−1
f(z) + . . .+ a0∆c0f(z) =(1.3)

apf(z + cp) + . . .+ a1f(z + c1) + a0f(z + c0)−

 p∑
j=0

aj

 f(z)

= Lp(f, I)−

 p∑
j=0

aj

 f(z),

De�nition 1.8. For c ∈ C∗, a positive integer p, putting cj = jc, j ∈ {0, 1, . . . , p},
in (1.3) we de�ne

Lp(f,∆c) = ap∆pcf(z) + ap−1∆(p−1)cf(z) + . . .+(1.4)

+a1∆cf(z) + a0∆0f(z) = Lp(f, Ic)−

 p∑
j=0

aj

 f(z).
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For the speci�c choices of the constants as aj = (−1)p−j
(
p

j

)
, where 0 6 j 6 p,

in the expression Lp (f,∆c), one can easily get that Lp (f,∆c) = ∆
p

cf.

For the sake of convenience, we are now going to introduce linear c-di�erence

odd operator Lop(f,∆c) as follows:

De�nition 1.9. For c ∈ C∗, putting cj = (2j + 1)c, j ∈ {0, 1, . . . , p}, in (1.3) we

de�ne,

Lop(f,∆c) = ap∆(2p+1)cf(z) + ap−1∆(2p−1)cf(z) + . . .+ a1∆1f(z) +(1.5)

+a0∆cf(z).

Henceforth unless otherwise stated for a 6= 0, throughout the paper, we denote,

for n ∈ N, by Sna = {a, aθ, aθ2, . . . , aθn−1}, where θ = exp
(

2πi
n

)
, and S2 = {∞}.

Recently a number of papers ([6, 8, 21] etc.) have focused on the value distribution

in di�erence analogues of meromorphic functions.

In this perspective, many researchers have become interested to deal with the

uniqueness problem of meromorphic function that share values or sets with its shift

or di�erence operators. Below we are mentioning few of them.

Theorem A. [21] Let c ∈ C∗, and suppose that f(z) is a non-constant meromorphic

function with �nite order such that Ef (Sn1 ,∞) = EIcf (Sn1 ,∞) and Ef (S2,∞) =

EIcf (S2,∞). If n > 4, then Icf ≡ tf , where tn = 1.

The following example shows that Theorem A is not valid for `in�nite ordered'

meromorphic function.

Example 1.1. Let c ∈ C∗ and f(z) = exp
(

sin
(πz
c

))
. It is clear that Icf =

exp
(
− sin

(πz
c

))
. It is easy to verify that Ef (Sn1 ,∞) = EIcf (Sn1 ,∞) and Ef (S2,∞) =

EIcf (S2,∞) for any value of n ∈ N but the conclusion of Theorem A ceases to

hold.

Example 1.2. Let c ∈ C∗ and f(z) = exp

(
exp

(
πiz

c

))
. It is clear that Icf =

exp

(
− exp

(
πiz

c

))
. It is easy to verify that Ef (Sn1 ,∞) = EIcf (Sn1 ,∞) and Ef (S2,∞) =

EIcf (S2,∞) for any value of n ∈ N but the conclusion of Theorem A ceases to

hold.

The next examples show that for n = 1 or n = 2 Theorem A is not true.

Example 1.3. Let f(z) =
eBz + sin2

(
2πz
c

)
− 1

sin2
(

2πz
c

)
− 1

, where eBc = −1. It easy to verify

that Ef (S1
1 ,∞) = EIcf (S1

1 ,∞) and Ef (S2,∞) = EIcf (S2,∞) but Icf 6≡ f .
6
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Example 1.4. Let f(z) =
exp

(
πiz
2c

)
− exp

(
−πiz2c

)
a2

√
2ia

, where a is a non-zero constant.

It easy to verify that Ef (S2
1 ,∞) = EIcf (S2

1 ,∞) and Ef (S2,∞) = EIcf (S2,∞) but

Icf 6≡ f .

By replacing Icf by ∆cf in Theorem A, Chen - Chen [5] obtained the following

result.

Theorem B. [5] Let c ∈ C∗ and Sna and S2 be de�ned as in Theorem A. Suppose

that f(z) is a non-constant meromorphic function with �nite order such that Ef (Sna , 2) =

E∆cf (Sna , 2) and Ef (S2,∞) = E∆cf (S2,∞). If n > 7, then ∆cf ≡ tf , where tn = 1

with t 6= −1.

In this direction, Banerjee - Bhattacharyya [4] successfully reduced the weight

of the sets as well as the lower bound of n in Theorem B, by obtaining the following

two results.

Theorem C. [4] Suppose that f is a non-constant meromorphic function of �nite

order such that Ef (Snb , 2) = E∆cf (Snb , 2), where bn = a ∈ C∗ and Ef (S2, 0) =

E∆cf (S2, 0), and n > 6. Then there is a constant t ∈ C such that ∆cf ≡ tf , where
tn = 1 and t 6= −1.

Theorem D. Suppose that f is a non-constant meromorphic function of �nite

order, Snb be de�ned as in Theorem C, and such that Ef (Snb , 1) = E∆cf (Snb , 1) and

Ef (S2, 0) = E∆cf (S2, 0), and n > 7. Then there is a constant t ∈ C such that

∆cf ≡ tf , where tn = 1 and t 6= −1.

The following examples show that the condition `�nite orderedness' of the function

f is not necessary in Theorems B, C, D.

Example 1.5. For a complex number t (6= −1), let

f(z) =
exp

(
z
c log(t

1
p + 1)

)
exp

(
exp

(
2πiz

c

))
− 1

It is easy to verify that ∆p
cf ≡ tf , for all positive integer p. As t is a complex

constant satisfying tn = 1, it follows that (∆p
cf)

n−1 ≡ fn−1. Hence E∆p
cf (Sn1 ,∞) =

Ef (Sn1 ,∞) and E∆p
cf (S2,∞) = Ef (S2,∞).

In the same manner more examples can be formed as follows:

Example 1.6. Let f(z) =
exp

(
z
c log(t

1
p + 1)

)
sin
(

2πz
c

)
exp

(
sin
(

2πz
c

))
− 1

.

7
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Example 1.7. Let f(z) =
exp

(
z
c log(t

1
p + 1)

)
cos
(

2πz
c

)
exp

(
cos
(

2πz
c

))
− 1

.

Example 1.8. Let f(z) =
exp

(
z
c log(t

1
p + 1)

)
exp

(
2kπiz
c

)
exp

(
exp

(
2πiz

c

))
− 1

.

Recently, in this direction Deng - Liu - Yang [7] obtained the following result.

Theorem E. [7] Let c ∈ C∗ and Sna , S2 be de�ned as in Theorem A. Suppose that

f(z) is a non-constant meromorphic function such that Ef (Sna , k) = E∆cf (Sna , k)

and Ef (S2,∞) = E∆cf (S2,∞). If n > 7, when k = 1 or n > 5, when k > 2, then

∆cf ≡ tf , where tn = 1 with t 6= −1.

Remark 1.1. We know that all the lemmas and hence the corresponding results so

far obtained based on the lemmas related to a function and its shift Icf or ∆cf are

for �nite ordered meromorphic functions only, so we have a strong doubt about the

validity of Theorem E for the case of �in�nite ordered"meromorphic function.

For the purpose of further improvements as well as extensions of Theorems B,

C, D, E, we propose the following questions.

(i). Can we replace the di�erence operator ∆cf by a more general setting

Lp(f,∆c) in Theorem B, C, D, E ?

(ii). Is it possible to relax the nature of sharing (S2,∞) in Theorems B, E further

by (S2, 0) ?

In this paper, we have answered the above questions a�rmatively. Followings

are the main result of this paper.

Theorem 1.1. Let n, p ∈ N, and f be a non-constant meromorphic function of

�nite order such that Ef (Sna , 1) = ELp(f,∆c)(Sna , 1) and Ef (S2, 0) = ELp(f,∆c)(S2, 0).

If n > max

{
p+4, 7

}
, then there exists a constant t ∈ C such that Lp(f,∆c) ≡ tf ,

where tn = 1 and t 6= −1.

Theorem 1.2. Let n, p ∈ N, and f be a non-constant meromorphic function of

�nite order such that Ef (Sna , 2) = ELp(f,∆c)(Sna , 2) and Ef (S2, 0) = ELp(f,∆c)(S2, 0).

If n > max

{
p+ 3, 6

}
, then the conclusion of Theorem 1.1 holds.

Remark 1.2. Since Icf , ∆cf and Lp(f, Ic) are the very special forms of Lp(f,∆c),

so it is clear that Theorem 1.1 and Theorem 1.2 improved and extended the

Theorems B, C, D and E in a large extent.

8
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Let us denote by Pc as the �eld of periods c (6= 0) of meromorphic functions

de�ned in C. That means

Pc = {g : g is meromorphic and g(z + c) = g(z), ∀z ∈ C}.

From Theorem 1.1 and Theorem 1.2, we can now easily deduce the following

Corollaries:

Corollary 1.1. Let n, s ∈ N, and f be a non-constant meromorphic function of

�nite order such that Ef (Sn1 , 1) = E∆s
cf

(Sn1 , 1) and Ef (S2, 0) = E∆s
cf

(S2, 0). If

n > max

{
s+ 4, 7

}
, then there exists a constant t ∈ C such that ∆

s

cf ≡ tf , where

tn = 1 and t 6= −1.

Corollary 1.2. Let n, s ∈ N, and f be a non-constant meromorphic function of

�nite order such that Ef (Sn1 , 2) = E∆s
cf

(Sn1 , 2) and Ef (S2, 0) = E∆s
cf

(S2, 0). If

n > max

{
s+ 3, 6

}
, then the conclusion of Corollary 1.1 holds.

Remark 1.3. From Examples 1.1 and 1.2 , we see that Corollaries 1.1 and 1.2

are not valid for `in�nite ordered' meromorphic functions for the case s = 1, a1 = 1,

a0 = 0.

Corollary 1.3. Let s, where 1 6 s 6 3, be an integer and f be a non-constant

meromorphic function of �nite order. Suppose Ef (S7
1 , 1) = E∆s

cf
(S7

1 , 1) and Ef (S2, 0) =

E∆s
cf

(S2, 0). Then there exists a constant t ∈ C such that ∆
s

cf ≡ tf , where t7 = 1

and t 6= −1.

Corollary 1.4. Let s, where 1 6 s 6 3, be an integer and f be a non-constant

meromorphic function of �nite order. Suppose Ef (S6
1 , 1) = E∆s

cf
(S6

1 , 1) and Ef (S2, 0) =

E∆s
cf

(S2, 0). Then there exists a constant t ∈ C such that ∆
s

cf ≡ tf , where t6 = 1

and t 6= −1.

From the following three examples we see that the conclusion of Corollary 1.3

and Corollary 1.4 actually occurs for the case s = 1, s = 2 and s = 3.

Example 1.9. Let f(z) = (1 + ζ)
z/c exp

(
2πiz
c

)
exp

(
2πiz
c

)
− 1

, where ζ = exp

(
2πi

7

)
(
ζ = exp

(
2πi

6

))
. Clearly Ef (S7

1 , 1) = E∆cf (S7
1 , 1) (Ef (S6

1 , 2) = E∆cf (S6
1 , 2))

and Ef (S2, 0) = E∆cf (S2, 0) and ∆cf ≡ ζf .

Example 1.10. Let f(z) =
(

1 +
√
ζ
)z/c sin

(
2πz
c

)
sin
(

2πz
c

)
− 1

, where ζ = exp

(
2πi

7

)
(
ζ = exp

(
2πi

6

))
. Clearly Ef (S7

1 , 1) = E∆cf (S7
1 , 1) (Ef (S6

1 , 2) = E∆cf (S6
1 , 2))

and Ef (S2, 0) = E∆2
cf

(S2, 0) and ∆2
cf ≡ ζf .

9
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Example 1.11. Let f(z) =
(

1 + 3
√
ζω
)z/c cos

(
2πz
c

)
exp

(
2πiz
c

)
− 1

, where ζ = exp

(
2πi

7

)
(
ζ = exp

(
2πi

6

))
. Clearly Ef (S7

1 , 1) = E∆cf (S7
1 , 1) (Ef (S6

1 , 2) = E∆cf (S6
1 , 2))

and Ef (S2, 0) = E∆3
cf

(S2, 0) and ∆3
cf ≡ ζf .

Remark 1.4. We note that the linear di�erence equation

∆
s

cf(z) =

s∑
i=0

(−1)s−i
(
n

i

)
f(z + ci) = t f(z),(1.6)

where ts = 1, t 6= −1, can be solved in terms of linear combinations of exponential

functions with coe�cients in Pc. In fact, if f be a �nite ordered meromorphic

function satis�es the relation ∆s
cf ≡ tf , then f(z) must assume the following form

f(z) = πs−1(z)α
z
c
s−1 + . . .+ π0(z)α

z
c
0 ,

where all πj ∈ Pc, and αj are roots of the equation
s∑
j=0

(−1)s−j
(
s

j

)
zj = t.

Following example shows that in Theorems 1.1 and 1.2 the term `�nite order

meromorphic functions' can not be removed for a special class of linear c-di�erence

odd operator, where aj = (−1)j
(
p

j

)
2p−j . We note that in this case (1.5) takes the

form Lop(f,∆c) =

p∑
j=0

ajf(z + (2j + 1)c).

Example 1.12. For c ∈ C∗, we suppose that f(z) = exp
(

cos
(πz
c

))
. We choose

Lp(f,∆c) as Lop(f,∆c). Since cos

(
π(z + (2j + 1)c)

c

)
= − cos

(πz
c

)
and it follows

that Lop(f,∆c) = exp
(
− cos

(πz
c

))
; so f satis�es all the conditions of Theorems

1.1 and 1.2 but Lop(f,∆c) 6≡ tf .

However, unfortunately, we were not succeeded to �nd any counter example for

general linear c-di�erence operator.

The next example shows that the set S1 in Corollary 1.3 simply can not be

replaced by an arbitrary set.

Example 1.13. Let S#
a =

{
a,

a√
ω
,
a

ω
, 0,

a

ω
√
ω
, aω, a

√
ω

}
and S2 = {∞}, where a

is any non-zero complex number, ω is non-real cube root of unity,

f(z) = exp
(z
c

log(ω
1
2p + 1)

) 1

cos2
(

2πz
c

)
− 1

, .

where p (1 6 p 6 4) be an integer.

It is easy to verify that Ef (S#
a , 1) = E∆p

cf (S#
a , 1) and Ef (S2, 0) = E∆p

cf (S2, 0)

but neither ∆p
cf ≡ f with t7 = 1 nor f has the speci�c form as above.

10
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Though the standard de�nitions and notations of the value distribution theory

are available in [9, 16], we explain here some of them which are used in the paper.

De�nition 1.10. [13] For a ∈ C∪ {∞}, we denote by N(r, a; f | = 1) the counting

function of simple a-points of f . For a positive integer p, we denote N(r, a; f | 6
p)(N(r, a; f | > p)) the counting function of those a-points of f whose multiplicities

are not greater (less) than p where each a-point is counted according to its multiplicity.

N(r, a; f | 6 p)(N(r, a; f | > p)) are de�ned similarly, where in counting the a-

points of f we ignore the multiplicities.

De�nition 1.11. [11] We denote by N2(r, a; f) the sum N(r, a; f)+N(r, a; f | > 2).

De�nition 1.12. [20, 18] Let f and g be two non-constant meromorphic functions

such that f and g share the value 1 IM . Let z0 be a 1-point of f with multiplicity

p, a 1-point of g with multiplicity q. We denote by NL(r, 1; f) the counting function

of those 1-points of f and g where p > q, each point in this counting function is

counted only once. In the same way we can de�ne NL(r, 1; g).

De�nition 1.13. [6, 9] Let f , g share a value IM . We denote by N∗(r, a; f, g) =

N∗(r, a; g, f) and N∗(r, a; f, g) = NL(r, a; f) +NL(r, a; g).

De�nition 1.14. [14] Let a, b ∈ C ∪ {∞}. We denote by N(r, a; f |g = b) the

counting function of those a-points of f , counted according to multiplicity, which

are b-points of g.

2. Some useful lemmas

In this section, we are going to discuss some lemmas which will needed later to

prove our main results. We de�ne, for a non-constant meromorphic functions f ,

F =

(
f

a

)n
, G =

(
Lp(f,∆c)

a

)n
.(2.1)

Associated to F and G, we next de�ne H and Ψ as follows:

H =

(
F ′′

F ′
− 2F ′

F − 1

)
−
(
G′′

G′
− 2G′

G − 1

)
,(2.2)

and

Ψ =
F ′

F(F − 1)
− G′

G(G − 1)
.(2.3)

Lemma 2.1. [6] Let g be a meromorphic function of �nite order ρ, and let c ∈ C∗

be �xed. Then for each ε > 0, we have

m

(
r,
g(z + c)

g(z)

)
+m

(
r,

g(z)

g(z + c)

)
= O(rρ−1+ε).

11
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Lemma 2.2. Let F and G be given by (2.1) satisfying EF (1,m) = EG (1,m),

0 6 m <∞ with H 6≡ 0, then

N
1)
E

(
r,

1

F − 1

)
= N

1)
E

(
r,

1

G − 1

)
6 N(r,H) + S(r,F) + S(r,G).

Proof. Since EF (1, q) = EG (1, q), so it is obvious that any simple 1-point of F
and G is a zero ofH. The construction ofH implies that,m(r,H) = S(r,F)+S(r,G).

By the First Fundamental Theorem, we get

N
1)
E

(
r,

1

F − 1

)
= N

1)
E

(
r,

1

G − 1

)
6 N

(
r,

1

H

)
6 N(r,H) + S(r,F) + S(r,G).

The proof is complete. �

Lemma 2.3. [10] Let f be a non-constant meromorphic function of �nite order

and c ∈ C∗. Then

N(r, 0; f(z + c)) 6 N(r, 0; f(z)) + S(r, f(z)),

N(r,∞; f(z + c)) 6 N(r,∞; f(z)) + S(r, f(z)),

N(r, 0; f(z + c)) 6 N(r, 0; f(z)) + S(r, f(z)),

N(r,∞; f(z + c)) 6 N(r,∞; f(z)) + S(r, f(z))

Lemma 2.4. Let g be a meromorphic function of �nite order ρ, and let c ∈ C∗ be
�xed. Then

T (r, g(z + c)) = T (r, g(z)) + S(r, g).

Proof. The lemma can be proof in the line of the proof of [6, Theorem 2.1]. �

Lemma 2.5. Let f be a transcendental meromorphic function of �nite order, then

S(r,Lp(f,∆c)) can be replaced by S(r, f).

Proof. In view of Lemma 2.4, we have

T (r,Lp(f,∆c)) 6
p∑
j=1

T (r, f(z + cj)) + T (r, f) +O(1) 6 (p+ 1) T (r, f) +O(1),

with this the lemma follows. �

Lemma 2.6. [19] Let f be a non-constant meromorphic function and Q(f) =
n∑
i=0

aif
i, where ai ∈ C with an 6= 0. Then T (r,Q(f)) = n T (r, f) +O(1).

12



RESULTS ON MEROMORPHIC FUNCTION SHARING TWO SETS ...

Lemma 2.7. [15] If N
(
r, 0; f (k)|f 6= 0

)
be the counting function of those zeros of

f (k) which are not the zeros of f , where a zero of f (k) is counted according to its

multiplicity, then

N
(
r, 0; f (k)|f 6= 0

)
6 kN(r,∞; f) +N(r, 0; f | < k) + kN(r, 0; f | > k) + S(r, f).

Lemma 2.8. Let F and G share (1, t), 1 6 t <∞ and (∞, 0), then

N∗(r, 1;F ,G) 6
1

t+ 1

{
N(r, 0;F) +N(r, 0;G)

}
+

2

t+ 1
N(r,∞;F) + S(r, f).

Proof. In view of Lemma 2.5 and 2.7, one must have

N∗(r, 1;F ,G) = NL(r, 1;F) +NL(r, 1;G)

6 N(r, 1;F| > t+ 2) +N(r, 1;G| > t+ 2)

6
1

t+ 1

{
N(r, 0;F ′|F 6= 0) +N(r, 0;G′|G 6= 0)

}
6

1

t+ 1

{
N(r, 0;F) +N(r, 0;G) + 2N(r,∞;F)

}
+ S(r, f).

This completes the proof of the lemma. �

Lemma 2.9. Let F and G share (1, t), 1 6 t <∞ and (∞, 0), then

N∗(r, 1;F ,G) 6
1

t

{
N(r, 0;F) +N(r,∞;F)

}
+ S(r,F) + S(r, f).

Proof. In view of Lemma 2.7, we have

N∗(r, 1;F ,G) 6 N(r, 1;F| > t+ 1) 6
1

t
N(r, 0;F ′|F = 1).

We omit the details since rest of the proof follows the line of the proof of Lemma

2.8. �

Lemma 2.10. For a meromorphic function f , we suppose that F and G be given

as in (2.1) and Ψ 6≡ 0. If f and Lp(f,∆c) share (∞, k), where 0 6 k <∞ and F ,
G share (1, t), then{

n(k + 1)− 1

}
N(r,∞; f | > k + 1)

6
t+ 2

t+ 1

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+

2

t+ 1
N(r,∞; f) + S(r, f).

Proof. It is clear that F and G share (∞, nk) since f and Lp(f,∆c) share (∞, k).

Let z0 be a pole of F of multiplicity q(> nk + 1), then z0 must be a pole of G of

multiplicity r(> nk + 1) and conversely. Again one may note that there is no pole

of F and G of multiplicity q, where nk < q < n(k+ 1). Next by using Lemmas 2.5,

13
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2.6 and 2.8, we get from the de�nition of Ψ that{
nk + n− 1

}
N(r,∞; f | > k + 1) 6 N(r, 0; Ψ) 6 N(r,∞; Ψ) + S(r,F) + S(r,G)

6 N(r, 0;F) +N(r, 0;G) +N∗(r, 1;F ,G) + S(r,F) + S(r,G)

6 N(r.0; f) +N(r, 0;Lp(f,∆c)) +
1

t+ 1

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

+2N(r,∞; f)

}
+ S(r, f)

6
t+ 2

t+ 1

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+

2

t+ 1
N(r,∞; f) + S(r, f).

This completes the proof of the lemma. �

Lemma 2.11. [17, 20] If F and G share (∞, 0) and Ψ ≡ 0, then F ≡ G.

Lemma 2.12. [18] Let H ≡ 0 and F , G share (∞, 0), then F and G share (1,∞),

(∞,∞).

Lemma 2.13. [1] Let F , G be two meromorphic functions sharing (1, 2) and (∞, k),

where 0 6 k 6∞. Then one of the following cases holds.

(i). T (r,F) + T (r,G) 6 2{N2(r, 0;F) +N2(r, 0;G) +N(r,∞;F)+

+N(r,∞;G) +N∗(r, 1;F ,G)}+ S(r,F) + S(r,G).

(ii). F ≡ G.
(iii). FG ≡ 1.

3. Proofs of the main results

Proof of Theorem 1.1. Let F and G be given by (2.1).

Now we discuss the following two cases.

Case 1. Let us suppose that H 6≡ 0. Then in view of Lemma 2.11, we have Ψ 6≡ 0.

Since Ef (Sna , 1) = ELp(f,∆c)(Sna , 1) and Ef (S2, 0) = ELp(f,∆c)(S2, 0), it follows that

F and G share (1, 1) and (∞, 0) . By the Second Fundamental Theorem, we get

T (r,F) + T (r,G)

6 N(r, 1;F) +N(r, 0;F) +N(r,∞;F) +N(r, 1;G) +N(r, 0;G) +N(r,∞;G)

−N0(r, 0;F ′)−N0(r, 0;G′) + S(r,F) + S(r,G).

Using Lemma 2.6 and Lemmas 2.1, 2.2, 2.3 of [2, p.384], we get

n

{
T (r, f) + T (r,Lp(f,∆c))

}
(3.1)

6 4

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+ 6N(r,∞; f)− 2

(
t− 3

2

)
N∗(r, 1;F ,G)

+S(r,F) + S(r,G).

14
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Applying Lemma 2.8 with t = 1 and Lemma 2.10 with t = 1, k = 0, we get

from (3.1) that

n

{
T (r, f) + T (r,Lp(f,∆c))

}
(3.2)

6
9

2

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+ 7N(r,∞; f) + S(r, f) + S(r,Lp(f,∆c))

6

(
9

2
+

21

2(n− 2)

){
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+ S(r, f) + S(r,Lp(f,∆c))

6

(
9

2
+

21

2(n− 2)

){
T (r, f) + T (r,Lp(f,∆c))

}
+ S(r, f) + S(r,Lp(f,∆c)).

which contradicts n > 7.

Case 2. Let us suppose that H ≡ 0.

On integration twice, we get

F =
AG + B
CG +D

,(3.3)

where A,B, C,D ∈ C such that AD − BC 6= 0.

We now discuss the following two cases.

Case a. Let AC 6= 0. We thus see that A 6= 0 and C 6= 0.

It follows from (3.3) that

F − A
C

=
BC −AD
C(CG +D)

.(3.4)

Clearly it follows from (3.4) that all the zeros of F − A
C

corresponds from the

poles of G. We also see from our hypothesis that F and G share (∞,∞), so from

(3.3) we see that ∞ is an e.v.P of G. In other words F omits the value AC .

By the Second Fundamental Theorem, we get

nT (r, f) 6 N(r, 0;F) +N(r,∞;F) +N

(
r,
A
C

;F
)

+ S(r,F)

= N(r, 0; f) + S(r, f) 6 T (r, f) + S(r, f),

which contradicts n > 7.

Case b. Let AC = 0. This shows that one of A and C is zero, otherwise for A = 0 = C
leads the function F to be a constant and which would be a contradiction.

Subcase b.1. Let A 6= 0 and C = 0. Then,

F = αG + β,(3.5)

where α =
A
D

and β =
B
D
.

If F has no 1-points, then by Second Fundamental Theorem, we get

nT (r, f) 6 N(r, 0;F) +N(r,∞;F) + S(r,F) 6 2T (r, f) + S(r, f),

which contradicts n > 7.

15
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If F and G both have some 1-points, then we have α+ β = 1.

If β = 0, then α = 1. So we have F ≡ G. Thus we have Lp (f,∆c) ≡ tf , where

tn = 1 with t 6= −1.

Next, we suppose that β 6= 0. So it is clear that F − β = αG. By Second

Fundamental Theorem, we get

nT (r, f) 6 N(r, 0;F) +N(r,∞;F) +N(r, β;F) + S(r,F)

6 N(r, 0; f) +N(r,∞; f) +N(r, 0;G) 6 (p+ 3)T (r, f) + S(r, f),

which contradicts n > p+ 4.

Subcase b.2. Let A = 0 but C 6= 0. Then we have

F =
1

γG + δ
,(3.6)

where γ =
C
B

and δ =
D
B
.

If F has no 1-points, then proceeding exactly same way as done in Subcase b.1,

we arrive at a contradiction.

If F and G have some 1-points, then it follows from (3.6) that γ + δ = 1.

We now see from (3.6) that

F =
1

γG + 1− γ
.(3.7)

We note that as C 6= 0, γ 6= 0. Suppose δ 6= 0. So γ 6= 1. Since F and G share

(∞,∞), so from (3.7), we see that F and G omit ∞.

By the Second Fundamental Theorem, we get

nT (r, f) = T (r,F) 6 N(r, 0;F) +N(r,∞;F) +N

(
r,

1

1− γ
;F
)

+ S(r,F)

6 N(r, 0; f) +N(r, 0;G) + S(r, f) 6 (p+ 2) T (r, f) + S(r, f),

which contradicts n > p+ 4.

Next we suppose that δ = 0. Therefore γ = 1. Then we get FG ≡ 1, i.e.,

f (Lp(f,∆c)) ≡ θa2, where θn = 1.

Next since F and G share (∞,∞), so we have N

(
r,
Lp(f,∆c)

f

)
= N(r, 0; f)

and so in view of Lemma 2.1, we get

2T (r, f) 6 T

(
r,
θa2

f2

)
+ S(r, f) 6 T

(
r,
Lp(f,∆c)

f

)
+ S(r, f)

6 N

(
r,
Lp(f,∆c)

f

)
+ S(r, f) 6 N(r, 0; f) + S(r, f) 6 T (r, f) + S(r, f),

which is a contradiction.

This completes the proof of Theorem 1.1. �

16



RESULTS ON MEROMORPHIC FUNCTION SHARING TWO SETS ...

Proof of Theorem 1.2. Let F and G be given by (2.1) and Ψ 6≡ 0, since otherwise

the proof follows from the Lemma 2.11. Again Since Ef (Sna , 2) = ELp(f,∆c)(Sna , 2)

and Ef (S2, 0) = ELp(f,∆c)(S2, 0), so it follows that F , G share (1, 2) and (∞, 0).

Let if possible (i) of Lemma 2.13 holds. Then with the help of Lemma 2.6, one

must have

n

{
T (r, f) + T (r,Lp(f,∆c))

}
(3.8)

6 4

{
N(r, 0; f) +N(r, 0;Lp(f,∆c))

}
+ 6N(r,∞; f) + S(r,F) + S(r,G).

Now with the help of Lemma 2.10 with t = 2, k = 0, we get from (3.8)

n

{
T (r, f) + T (r,Lp(f,∆c))

}
6

(
4 +

24

3n− 5

){
T (r, f) + T (r,Lp(f,∆c))

}
+ S(r, f) + S(r,Lp(f,∆c)),

which contradicts n > 6.

Now the rest of the proof follows from the line of the proof of Theorem 1.1. �

4. Proofs of the corollaries

Proof of Corollary 1.1. Let us suppose that F = fn and G =
(
∆
s

c

)n
. Then,

following the same procedure as adopted in the proof of Theorem 1.1, we obtain

∆
s

c ≡ tf.(4.1)

Proof of Corollary 1.2. The proof can be carried out exactly the line of the proof

of Theorem 1.2 and that of Corollary 1.1.

Proof of Remark 1.4. Since the distinct roots of

s∑
j=0

(−1)s−j
(
s

j

)
zj = t are

αj = 1 + |t|
1
s e

θ+2πij
s , where −π < θ 6 π, j = 0, 1, . . . , s − 1, therefore the general

solution of the relation ∆
s

cf ≡ t f will be of the form

f(z) = πs−1(z)α
z
c
s−1 + . . .+ π0(z)α

z
c
0 .

Veri�cation:

17
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∆
s

cf =

(
s

0

)
f(z + sc)−

(
s

1

)
f(z + (s− 1)c) + . . .+ (−1)s

(
s

s

)
f(z)

=

(
s

0

){
πs−1(z + sc)α

z
c
s−1α

p
s−1 + . . .+ π0(z + sc)α

z
c
0 α

s
0

}
−
(
s

1

){
πs−1(z + (s− 1)c)α

z
c
s−1α

s−1
s−1 + . . .+ π0(z + (s− 1)c)α

z
c
0 α

s−1
0

}
+ . . .+

(
s

s

)
(−1)s

{
πs−1(z)α

z
c
s−1 + . . .+ π0(z)α

z
c
0

}
=

{(
s

0

)
αss−1 −

(
s

1

)
αs−1
s−1 + . . .+

(
s

s

)
(−1)s

}
πs−1(z)α

z
c
s−1

+ . . .+

{(
s

0

)
αs0 −

(
s

1

)
αs−1

0 + . . .+

(
s

s

)
(−1)s

}
π0(z)α

z
c
0

= (αs−1 − 1)
s
πs−1(z)α

z
c
s−1 + . . .+ (α0 − 1)

s
π0(z)α

z
c
0

=
(
|t| 1s e

θ+2(s−1)πi
s

)s
πs−1(z)α

z
c
s−1 + . . .+

(
|t| 1s e

θ+oi
s

)s
π0(z)α

z
c
0 =

= t

{
πs−1(z)α

z
c
s−1 + . . .+ π0(z)α

z
c
0

}
= t f(z).

5. Concluding remarks

In this section, we have the following observation.

Observation 5.1. A non-constant �nite ordered meromorphic function satisfying

the relation

Lp(f,∆c) ≡ tf(5.1)

must assume the following form

f(z) = πp(z)α
z
c
p + . . .+ π1(z)α

z
c
1 ,

where πj(z), (j = 1, . . . , p) ∈ Pc, and αj (j = 1, . . . , p) are the roots of the equation

apw
p + ap−1w

p−1 + . . .+ a1w −

 p∑
j=1

aj + t

 = 0.

For p = 1, we have L1(f,∆c) ≡ t f , which implies that f(z+c) =

(
a1 + t

a1

)
f(z).

Clearly, in this case the general solution of (5.1) is

f(z) = π1(z)

(
a1 + t

a1

) z
c

= π1(z)α
z
c

1 ,

where α1 is a root of the equation a1w − (a1 + t) = 0.
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Veri�cation:

L1(f,∆c) = a1f(z + c)− (a1)f(z)

= a1

{
π1(z + c)α1α

z
c
1

}
− a1

{
π1(z)α

z
c
1

}
=

{
a1α1 − a1

}
π1(z)α

z
c
1 = t π1(z)α

z
c
1 = t f(z).

For p = 2, we have L2(f,∆c) ≡ t f , which in turn implies that

a2f(z + 2c) + a1f(z + c)− (a1 + a2 + t)f(z) ≡ 0.

Let α1, α2 be the roots of the equation

a2w
2 + a1w − (a1 + a2 + t) = 0.

Then

α1, α2 =
−a1 ±

√
a2

1 + 4a2(a1 + a2 + t)

2a2
.

In this case the general solution of (5.1) is

f(z) = π1(z)

(
−a1 +

√
a2

1 + 4a2(a1 + a2 + t)

2a2

) z
c

+ π2(z)

(
−a1 −

√
a2

1 + 4a2(a1 + a2 + t)

2a2

) z
c

= π1(z)α
z
c

1 + π2(z)α
z
c

2 .

Lets verify the above fact.

L2(f,∆c) = a2f(z + 2c) + a1f(z + c)− (a1 + a2)f(z)

= a2

{
π1(z + 2c)λ2

1λ
z
c
1 + π2(z + 2c)λ2

2λ
z
c
2

}
+a1

{
π1(z + c)λ1λ

z
c
1 + π2(z + c)λ2λ

z
c
2

}
−(a1 + a2)

{
π1(z)λ

z
c
1 + π2(z)λ

z
c
2

}
=

{
a2λ

2
1 + a1λ1 − (a1 + a2)

}
π1(z)λ

z
c
1 +

{
a2λ

2
2 + a1λ2 − (a1 + a2)

}
π2(z)λ

z
c
2

= t π1(z)λ
z
c
1 + t π2(z)λ

z
c
2 = t

{
π1(z)λ

z
c
1 + π2(z)λ

z
c
2

}
= t f(z).

So we conjecture that, the general solution of the relation (5.1) is

f(z) = πp(z)α
z
c
p + πp−1(z)α

z
c
p−1 + . . .+ π1(z)α

z
c
1 ,

where πj(z) (j = 1, . . . , p) ∈ Pc, and αj (j = 1, . . . , p) are the roots of the equation

apw
p + ap−1w

p−1 + . . .+ a1w −

 p∑
j=1

aj + t

 = 0.

But unfortunately we have not succeeded to prove it.
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An open question. What would be the general meromorphic solution of the

di�erence equation Lp(f,∆) ≡ t f ?
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This equation has four regular singular points at z = 0, 1, t and ∞. Its solutions,

the Heun functions, are usually denoted by u = H(t, q; α, β, γ, δ; z) assuming that

ε is obtained from (1.2). The parameter q is referred to as the accessory parameter.

It is well-known that the derivative of the hypergeometric function 2F1 is again

a hypergeometric function with di�erent values of the parameters. However, for

the Heun function it is generally not the case. The �rst order derivative of the

general Heun function satis�es a second order Fuchsian di�erential equation with

�ve regular singular points [7, 8, 12]. It can be veri�ed by direct computations

that the function v(z) = du/dz, where u = u(z) is a solution of (1.1), satis�es the

following equation:

(1.3)
d2v

dz2
+

(
γ + 1

z
+
δ + 1

z − 1
+
ε+ 1

z − t
− αβ

αβz − q

)
dv

dz
+

f(z)

z(z − 1)(z − t)(αβz − q)
v = 0,

where f(z) = z(αβz − 2q)(αβ + γ + δ + ε) + (q2 + q(γ + t(γ + δ) + ε)− αβγt). We

see that an additional singularity at z = q/(αβ) involving the accessory parameter

is added.

It is known that in some cases equation (1.3) reduces to a Heun equation (1.1)

with altered parameters [8]. Indeed, we can observe that in four cases when q =

0, q = αβ, q = αβt and αβ = 0 the additional singularity in (1.3) disappears and

we obtain the Heun equation (1.1) with di�erent parameters [8]. The equation for

the derivatives of the Heun functions allows one to construct several new expansions

of solutions of the Heun equations in terms of various special functions (e.g.,

hypergeometric functions) [7]. Similar results hold for con�uent cases [12].

This paper is organized as follows. In Section 2 we give a list of all con�uent Heun

equations together with linear second order equations for the derivatives of the Heun

functions. In Section 3 we brie�y describe the theory of isomonodromy deformations

of linear equations and show how the famous Painlev�e equations appear in this

context. Next, in Section 4 we present our main results. In particular, we will

compare linear equations for the Heun derivatives with linear di�erential equations,

isomonodromy deformations of which are described by the Painlev�e equations.

2. Confluent Heun equations and equations for derivatives of

confluent Heun functions

The general Heun equation is given by (1.1) together with (1.2) and the linear

equation for the derivative of the Heun functions is (1.3).
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The con�uent Heun equation is written as

(2.1)
d2u

dz2
+

(
γ

z
+

δ

z − 1
+ ε

)
du

dz
+

αz − q
z(z − 1)

u = 0

and the linear equation for the function v = du/dz is given by

(2.2)
d2v

dz2
+

(
γ + 1

z
+
δ + 1

z − 1
+ ε− α

αz − q

)
dv

dz
+

g(z)

z(z − 1)(αz − q)
v = 0,

where g(z) = (α+ ε)(αz2 − 2qz) + (q2 − (γ + δ − ε)q + αγ).

The double-con�uent Heun equation is

(2.3)
d2u

dz2
+

(
γ

z2
+
δ

z
+ ε

)
du

dz
+
αz − q
z2

u = 0

and the linear equation for the function v = du/dz is given by

(2.4)
d2v

dz2
+

(
γ

z2
+
δ + 2

z
+ ε− α

αz − q

)
dv

dz
+

h(z)

z2(αz − q)
v = 0,

where h(z) = (α+ ε)(αz2 − 2qz) + (q2 − δq − αγ).
The bi-con�uent Heun equation is

(2.5)
d2u

dz2
+
(γ
z
+ δ + εz

) du
dz

+
αz − q
z

u = 0

and the linear equation for the function v = du/dz is given by

(2.6)
d2v

dz2
+

(
γ + 1

z
+ δ + εz − α

αz − q

)
dv

dz
+

k(z)

z(αz − q)
v = 0,

where k(z) = (α+ ε)z(αz − 2q) + (q2 − δq − αγ).
The tri-con�uent Heun equation is

(2.7)
d2u

dz2
+
(
γ + δz + εz2

) du
dz

+ (αz − q)u = 0

and the linear equation for the function v = du/dz is given by

(2.8)
d2v

dz2
+

(
γ + δz + εz2 − α

αz − q

)
dv

dz
+

p(z)

(αz − q)
v = 0,

where p(z) = (α+ ε)(αz2 − 2qz) + (q2 − δq − αγ).

3. Isomonodromic deformations of linear equations and the Painlev�e

equations

In this section we brie�y review the theory of isomonodromic deformations of

linear second order di�erential equations following [21, 22, 23]. We shall use notation

similar to [22].

The isomonodromic deformations of linear second order di�erential equations of

the form

(3.1)
d2v

dz2
+ p1(z)

dv

dz
+ p2(z)v = 0,
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with p1, p2 being rational functions of z and parameters of deformation t1, . . . , tn,

are governed by a completely integrable Hamiltonian system of partial di�erential

equations with respect to the parameters. When there is one parameter of deformation,

t, the Painlev�e equations PI − PV I appear as the compatibility condition of the

extended linear system consisting of equation (3.1) and equaton

(3.2)
∂v

∂t
= a(z, t)

∂v

∂z
+ b(z, t)v.

The Painlev�e equations PI−PV I are nonlinear second order di�erential equations
with the so-called Painlev�e property. They have many interesting properties and

appear in many areas of mathematics. See, for instance, [24, 25, 21] and numerous

references therein. The completely integrable Hamiltonian system is then equivalent

to a Painlev�e equation for one of the variables. Below we shall present necessary

formulas for equations PII − PV I .
To get the sixth Painlev�e equation one chooses

p1(z, t) =
1− κ0
z

+
1− κ1
z − 1

+
1− θ
z − t

− 1

z − λ
,(3.3)

p2(z, t) =
κ

z(z − 1)
− t(t− 1)HV I

z(z − 1)(z − t)
+

λ(λ− 1)µ

z(z − 1)(z − λ)
,(3.4)

where

t(t− 1)HV I = λ(λ− 1)(λ− t)µ2

−{κ0(λ− 1)(λ− t) + κ1λ(λ− t) + (θ − 1)λ(λ− 1)}µ+ κ(λ− t).

Then the compatibility between (3.1) and (3.2) with certain a(z, t) and b(z, t) (see

[21, 22, 23] for details) leads to the Hamiltonian system

dλ

dt
=
∂HV I

∂µ
,

dµ

dt
= −∂HV I

∂λ

and by eliminating the function µ one can get the sixth Painlev�e equation

d2λ

dt2
=

1

2

(
1

λ
+

1

λ− 1
+

1

λ− t

)(
dλ

dt

)2

−
(
1

t
+

1

t− 1
+

1

λ− t

)
dλ

dt

+
λ(λ− 1)(λ− t)
t2(t− 1)2

(
α6 + β6

t

λ2
+ γ6

t− 1

(λ− 1)2
+ δ6

t(t− 1)

(λ− t)2

)
,(3.5)

where

α6 =
1

2
κ2∞, β6 = −1

2
κ20, γ6 =

1

2
κ21, δ6 =

1

2
(1− θ2)

and

κ =
1

4
(κ0 + κ1 + θ − 1)2 − 1

4
κ2∞.
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To get the �fth Painlev�e equation one chooses

p1(z, t) =
1− κ0
z

+
ηt

(z − 1)2
+

1− θ
z − 1

− 1

z − λ
,(3.6)

p2(z, t) =
κ

z(z − 1)
− tHV

z(z − 1)2
+

λ(λ− 1)µ

z(z − 1)(z − λ)
,(3.7)

where

tHV = λ(λ− 1)2µ2 − {κ0(λ− 1)2 + θλ(λ− 1)− ηtλ}µ+ κ(λ− 1).

Then similarly to the previous case the corresponding Hamiltonian system with the

Hamiltonian HV leads to the �fth Painlev�e equation

d2λ

dt2
=

(
1

2λ
+

1

λ− 1

)(
dλ

dt

)2

− 1

t

dλ

dt
+

(λ− 1)2

t2

(
α5λ+

β5
λ

)
+γ5

λ

t
+ δ5

λ(λ+ 1)

λ− 1
,(3.8)

where

α5 =
1

2
κ2∞, β5 = −1

2
κ20, γ5 = (1 + θ)η, δ5 =

1

2
η2

and

κ =
1

4
(κ0 + θ)2 − 1

4
κ2∞.

To get the fourth Painlev�e equation one chooses

p1(z, t) =
1− κ0
z
− z + 2t

2
− 1

z − λ
,(3.9)

p2(z, t) =
1

2
θ∞ −

HIV

2z
+

λµ

z(z − λ)
,(3.10)

where

HIV = 2λµ2 − (λ2 + 2tλ+ 2κ0)µ+ θ∞λ.

Then the corresponding Hamiltonian system with the Hamiltonian HIV leads to

the fourth Painlev�e equation

d2λ

dt2
=

1

2λ

(
dλ

dt

)2

+
3

2
λ3 + 4tλ2 + 2(t2 − α4)λ+

β4
λ
,(3.11)

where

α4 = −κ0 + 2θ∞ + 1, β4 = −2κ20.

The standard third Painlev�e equation is given by

(3.12)
d2λ

dt2
=

1

λ

(
dλ

dt

)2

− 1

t

dλ

dt
+
α3λ

2 + β3
t

+ γ3λ
3 +

δ3
λ
.

However, for our purpose it is more convenient to consider an equation which can be

obtained from (3.12) by changing λ(t)→ λ(t2)/t and by renaming the new variable

τ = t2 as t again. This equation is given by

(3.13)
d2λ

dt2
=

1

λ

(
dλ

dt

)2

− 1

t

dλ

dt
+
α3λ

2 + γ3λ
3

4t2
+
β3
4t

+
δ3
4λ
.
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Equation (3.13), which will be denoted by P ′
III , appears in the result of isomonodromic

deformations of the linear equation (3.1) with

p1(z, t) =
η0t

z2
+

1− θ0
z
− η∞ −

1

z − λ
,(3.14)

p2(z, t) =
η∞(θ0 + θ∞)

2z
− tH ′

III

z2
+

λµ

z(z − λ)
,(3.15)

where

tH ′
III = λ2µ2 − {η∞λ2 + θ0λ− η0t}µ+

1

2
η∞(θ0 + θ∞)λ

and the parameters are related by

α3 = −4η∞θ∞, β3 = 4η0(1 + θ0), γ3 = 4η2∞, δ3 = −4η20 .

Finally, the second Painlev�e equation

(3.16)
d2λ

dt2
= 2λ3 + tλ+ α2

appears in the result of isomonodromic deformations of the linear equation (3.1)

with

p1(z, t) = −2z2 − t− 1

z − λ
,(3.17)

p2(z, t) = −(2α2 + 1)z − 2HII +
µ

z − λ
,(3.18)

where

(3.19) HII =
1

2
µ2 −

(
λ2 +

1

t

)
µ−

(
α2 +

1

2

)
λ.

4. Main results

In this section we compare equations for the derivatives of the Heun functions

with the linear di�erential equations whose isomonodromy deformations are governed

by the Painlev�e equations PII − PV I .
Let us consider the equation for the derivative of the general Heun function (1.3).

By choosing parameters

αβ = κ0 + κ1 + θ + κ, β =
1

2
(±κ∞ − 1− κ0 − κ1 − θ),

γ = −κ0, δ = −κ1, ε = −θ, q = αβλ,

we can calculate that the resulting equation is the same as equation (3.1) with (3.3),

(3.4) and the expression for HV I provided that

µ =
κ0
λ

+
κ1
λ− 1

+
θ

λ− t
.

If now λ and µ are viewed as functions of t, substituting this condition into the

Hamiltonian system leading to the sixth Painlev�e equation, we �nd that λ satis�es
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the Riccati equation

dλ

dt
=
κ0t− (1 + κ0 + (κ0 + κ1)t+ θ)λ+ (1 + κ0 + κ1 + θ)λ2

t(t− 1)

and κ0+κ1+θ+κ = 0. This gives classical solutions of the sixth Painlev�e equation

provided that κ0 = ±κ∞ − θ − κ1 − 1. However, with this additional condition on

the parameters we have αβ = 0 and q = 0.

In the equation for the derivative of the con�uent Heun function (2.2) we �rst

make the change of variables v(z) → (1 − z/(z − 1))σv(z/(z − 1)), renaming the

new independent variable as z again, then put

γ = −κ0, δ = κ0 + θ + 2σ, ε = −tη,

σ = −1

2
(κ0 ± κ∞ + θ), q =

αλ

λ− 1
, α =

1

2
tη(2 + κ0 ± κ∞ + θ).

The resulting equation is the same as equation (3.1) with (3.6), (3.7) and the

expression for HV provided that

µ =
κ0
λ
− tη

(λ− 1)2
+
θ − κ0 ± κ∞
2(λ− 1)

.

Substituting this condition into the Hamiltonian system leading to the �fth Painlev�e

equation, we see that λ satis�es the Riccati equation

t
dλ

dt
± κ∞λ2 − (±κ∞ − κ0 − tη)− κ0 = 0

and η(2+κ0±κ∞+θ) = 0. Again, with this additional condition on the parameters

we have α = 0 and q = 0.

In the equation for the derivative of the bi-con�uent Heun function (2.6) we take

γ = −κ0, δ = −t, q = αλ, α =
θ∞ + 1

2
, ε = −1

2
.

The resulting equation is the same as equation (3.1) with (3.9), (3.10) and the

expression for HIV provided that

µ = t+
κ0
λ

+
λ

2
.

Substituting this condition into the Hamiltonian system leading to the fourth

Painlev�e equation, we �nd that λ satis�es the Riccati equation

dλ

dt
= λ2 + 2tλ+ 2κ0

and θ∞ + 1 = 0. Again, with this additional condition on the parameters we have

α = 0 and q = 0.

In the equation for the derivative of the double-con�uent Heun function (2.6) we

take

γ = tη0, δ = −1− θ0, q = αλ, α =
1

2
η∞(θ0 + θ∞ + 2), ε = −η∞.
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The resulting equation is the same as equation (3.1) with (3.14), (3.15) and the

expression for H ′
III provided that

µ = η∞ −
tη0
λ2

+
θ0 + 1

λ
.

Substituting this condition into the Hamiltonian system leading to the modi�ed

third Painlev�e equation P ′
III , we �nd that λ satis�es the Riccati equation

t
dλ

dt
= η∞λ

2 + (θ0 + 2)λ− tη0

and η∞(θ0 + θ∞ + 2) = 0. Again, with this additional condition on the parameters

we have α = 0 and q = 0.

In the equation for the derivative of the tri-con�uent Heun function (2.8) we take

γ = −t, δ = 0, q = αλ, α = 1− 2α2, ε = −2.

The resulting equation is the same as equation (3.1) with (3.17), (3.18) and the

expression for HII provided that

µ = 2λ2 + t.

Substituting this condition into the Hamiltonian system leading to the second

Painlev�e equation, we see that λ satis�es the Riccati equation

2
dλ

dt
= 2λ2 + t

and 2α2 = 1. Again, with this additional condition on the parameters we have

α = 0 and q = 0.

Hence, we see that in all cases we can reduce equations for the derivatives of the

Heun functions to certain linear equations, isomonodromy deformations of which

lead to the Painlev�e equations with an additional constraint on λ and µ. However,

in order to get classical solutions of the Painlev�e equations we need an additional

constraint on the parameters. Therefore, those linear equations isomonodromy

deformations of which are described by classical solutions of the Painlve�e equations

cannot be obtained from the equations for the derivatives of the Heun functions.
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A necessary condition of n-correctness of Ls is: |Ls| = s = N.

A polynomial p ∈ Πn is called an n-fundamental polynomial for an operator

Lk ∈ Xs if

Lip = δik, i = 1, . . . , s,

where δ is the Kronecker symbol.

We denote the n-fundamental polynomial for L ∈ Ls by p?L = p?L,L. Sometimes

we also call fundamental a polynomial at which vanish all operators but one, since

it is a nonzero constant times the fundamental polynomial.

The following is a Linear Algebra fact:

Proposition 1.2. The set of operators LN , with |LN | = N =
(
n+2
2

)
, is n-poised if

and only if the following implication holds:

p ∈ Πn and Lip = 0, i = 1, . . . , N ⇒ p = 0.

1.1. n-independent and n-dependent sets. Next we introduce an important

concept of n-dependence of sets of operators:

De�nition 1.3. A set of operators L is called n-independent if each operator has

a fundamental polynomial in Πn. Otherwise, L is called n-dependent.

Clearly fundamental polynomials are linearly independent. Therefore a necessary

condition of n-independence of the set L is |L| ≤ N.
Suppose λ is a point in the plane. Consider the operator Lλ de�ned by Lλf =

f(λ). We say that a set of points X is n-independent (n-correct) if the set of

operators {Lλ : λ ∈ X} is n-independent (n-correct).
Suppose a set of operators L is n-independent. Then by using the Lagrange

formula:

p =
∑
L∈L

cLp
?
L,L, cL = Lp,

we obtain a polynomial p ∈ Πn satisfying the interpolation conditions (1.2).

Thus we get a simple characterization of n-independence:

A node set Ls is n-independent if and only if the interpolation problem (1.2) is

n-solvable, meaning that for any data {c1, . . . , cs} there exists a (not necessarily

unique) polynomial p ∈ Πn satisfying the conditions (1.2).

Now suppose that Ls is n-dependent. Then some operator Li0 , i0 ∈ {1, . . . , s},
does not possess an n-fundamental polynomial. This means that the following

implication holds:

p ∈ Πn, Li0p = 0 ∀i ∈ {1, . . . , s} \ {i0} ⇒ Li0p = 0.
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Let ` be a line. We say that p ∈ Π vanishes at λ ∈ ` with the multiplicity m if

(Da)ip
∣∣
λ

= 0, i = 0, . . . ,m− 1,

where a||` and Da is the directional derivative.

The following proposition is well-known (see, e.g., [6] Proposition 1.3):

Proposition 1.4. Suppose that ` is a line and a polynomial p ∈ Πn vanishes at

some points of ` with the sum of multiplicities n+ 1. Then we have

(1.3) p = `r, where r ∈ Πn−1.

Note that this relation also yields that the mentioned n + 1 conditions are

independent, since dim Πn − dim Πn−1 = n+ 1.

1.2. Multiple intersections. Let us start with the following well-known relation

for polynomial R and functions g and f (see, e.g., [3], formula (16)):

(1.4) R(D)[gf ] =
∑
i,j≥0

1

i!j!
g(i,j)R(i,j)(D)f.

Here we use the following notations

R(D) := R(
∂

∂x
,
∂

∂y
), R(i,j) := D(i,j)R :=

(
∂

∂x

)i(
∂

∂y

)j
R.

Notice that to verify (1.4) it su�ces to check it for R being a monomial, which

reduces (1.4) to Leibniz's rule.

To simplify notation, we shall use the same letter p, say, to denote the polynomial

p and the curve given by the equation p(x, y) = 0. Thus the notation λ ∈ p means

that the point λ belongs to the curve p(x, y) = 0. Similarly p ∩ q for polynomials

p and q stands for the set of intersection points of the curves p(x, y) = 0 and

q(x, y) = 0.

Below we bring the de�nition of multiplicities described by PD operators (see

[8], [4], [7]):

De�nition 1.5. The following space is called the multiplicity space of the polynomial

p ∈ Πn at the point λ ∈ p :

Mλ(p) =
{
h ∈ Π : Dαh(D)p(λ) = 0 ∀α ∈ Z2

+

}
.

Denote by Z0 = p∩ q the set of intersection points of curves (polynomials) p and q.

De�nition 1.6. Suppose that p, q ∈ Π and λ ∈ Z0. Then the following space is

called the multiplicity space of the intersection point λ :

Mλ(p, q) =Mλ(p) ∩Mλ(q).
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We have that (see [4]) the spacesMλ(p, q) are D-invariant, meaning that

(1.5) f ∈Mλ(p, q)⇒ ∂f

∂x
and

∂f

∂y
∈Mλ(p, q).

The number dimMλ(p, q) is called the arithmetical multiplicity of the point λ.

Denote

M(p, q) =
⋃
λ∈Z0

Mλ(p, q).

We say that f ∈ Πk vanishes atMλ(p, q) if h(D)f(λ) = 0 ∀h ∈Mλ(p, q).

We say also that the polynomials p and q have no intersection point at in�nity

if the leading homogeneous parts of p and q have no common factor.

Theorem 1.7 ([4], Theorem 3). Suppose that polynomials p, q ∈ Π, deg p =

m, deg q = n, have no intersection point at in�nity. Then the number of the

intersection points, counted with the arithmetical multiplicities, equals mn :

(1.6)
∑
λ∈Z0

dimMλ(p, q) = mn.

Let us bring the formulation of this result in the homogeneous case. Let Π0
n be

the space of trivariate homogeneous polynomials of total degree n. In analog way

we are de�ning the multiplicity spaceM0
λ(p, q).

Theorem 1.8 ([4], Corollary 3). Suppose that polynomials p ∈ Π0
m, q ∈ Π0

n have

no common component. Then the number of the intersection points, counted with

the arithmetical multiplicities, equals mn :∑
λ∈Z0

dimM0
λ(p, q) = mn.

2. The Noether theorem

Suppose that p, q ∈ Π, deg p = m, deg q = n, and p ∩ q := {λ1, . . . , λs}. Let us
choose a basis in the space Mλk

(p, q) in the following way. Let {Lkm1, . . . , L
k
mim
}

be a maximal independent set of linear operators with the highest degree m := mk.

Next we choose {Lkm−11, . . . , Lkm−1im−1
} to be a maximal independent set of linear

operators with the degree m−1. Continuing similarly for the degree 0 we have only

one operator Lk01.

It is easily seen that the above operators Lkµi, form a basis in the linear space

Mλk
(p, q). Denote

Lk(p, q) := Lλk(p, q) :=
⋃
i,µ

Lkµi, L(p, q) :=
⋃
k

Lk(p, q).

Notice that, according to Theorem 1.7, we have that |L(p, q)| = mn, provided that

p and q have no intersection point at in�nity.
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Lemma 2.1. The set of linear operators L(p, q) is γ0-independent for su�ciently

large γ0.

Proof. Consider the set of the linear operators of �xed node λk0 = (x0, y0) of

degrees up to ν, i.e.,

Sν,k0 :=
⋃
µ≤ν

Lk0µi .

Let us �rst �nd a fundamental polynomial p∗ for an operator of the highest degree

ν, say, for Lk0ν1 within Sν,k0 . We seek p∗ in the form

p∗(x, y) =
∑
i+j=ν

aij(x− x0)i(y − y0)j .

Then we readily get that Lk0µip
∗ = 0, if µ ≤ ν − 1. Now suppose that

Lk0νsf = ps

(
∂

∂x
,
∂

∂y

)
f
∣∣
(x0,y0)

, s = 1, . . . , is,

where ps(x, y) =
∑
i+j≤ν b

s
ij(x−x0)i(y−y0)j . Then the conditions of the fundamentality

of p∗ reduce to the following linear system:

Lkνip
∗ =

∑
i+j=ν

aijb
s
iji!j! = δij , s = 1, . . . , is.

The linear independence of highest degrees of the operators Lkνi means the independence

of the vectors {bsij}i+j=ν . Hence the above system has a solution.

Now notice that to complete the proof it is enough to obtain a fundamental

polynomial of Lkνi over the set Sν,k0 ∪
⋃
k 6=k0 L

k(p, q). To this purpose for each

k ∈ {1, . . . , s}\{k0} consider mk lines passing through λk, and not passing through

λk0 . Then by multiplying p∗ by the product of these lines we obtain, in view of the

formula (1.4), a polynomial which is a desired fundamental polynomial. �

Next, we are going to prove the Noether theorem with the multiplicities described

by PD operators.

Theorem 2.2. Suppose that polynomials p, q ∈ Π, deg p = m, deg q = n, have no

intersection point at in�nity. Suppose also that f ∈ Πk vanishes at Mλ(p, q) for

each λ ∈ p ∩ q. Then we have that

(2.1) f = Ap+Bq,

where A ∈ Πk−m, B ∈ Πk−n.

Note that the inverse theorem is true. Indeed, if (2.1) holds then f ∈ Πk and,

in view of the formula (1.4), we have that and f vanishes at Mλ(p, q) for each

λ ∈ p ∩ q.
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Proof. Step 1. Suppose that k ≥ k0 = max{m+n, γ0}, where γ0 is chosen such

that the set of linear operators L(p, q) is γ0-independent.

Consider two linear spaces

V = {f ∈ Πk : f vanishes atMλ(p, q) ∀λ ∈ p ∩ q} ,

W = {Ap+Bq : A ∈ Πk−m, B ∈ Πk−n} .

In view of the formula (1.4) we have that W ⊂ V. To prove the relation (2.1) we

need to verify that W = V. To this end it su�ces to show that dimW = dimV.
Since the set of linear operators L(p, q) is γ0-independent we obtain readily that

the set is also k-independent, where k ≥ γ0.
Hence, in view of Theorem 1.7, we have that

dimV = dim Πk − |L(p, q)| =
(
k + 2

2

)
−mn.

Denote

W1 = {Ap : A ∈ Πk−m} , W2 = {Bq : B ∈ Πk−n} .

Since p and q have no common component we conclude that

W1 ∩W2 = {Cpq : C ∈ Πk−m−n} .

Now we readily obtain that

(2.2) dimW = dim(W1 +W2) = dimW1 + dimW2 − dim(W1 ∩W2)

=

(
k −m+ 2

2

)
+

(
k − n+ 2

2

)
−
(
k −m− n+ 2

2

)
=

(
k + 2

2

)
−mn.

The last equality here holds since k ≥ m+ n (actually it holds for k ≥ m+ n− 2).

Step 2. n+m ≤ k ≤ k0.
Let us apply decreasing induction with respect to k. The �rst step k = k0 was

checked in Step 1. Assume Theorem is true for all f with deg f = k and let us prove

that it is true also for all f with deg f = k − 1.

Suppose that f0 is an arbitrary polynomial with deg f0 = k − 1. Choose a line

`0 such that

(i) `0 ∩ p ∩ q = ∅, and
(ii) `0 intersects q at n points, counted also multiplicities, i.e., it does not intersect

q at in�nity.

We have that deg f0`0 = k. Also, in view of the formula (1.4) and (1.5), i.e., the

D-invariance ofMλ(p, q), we have that f0`0 vanishes atMλ(p, q) for each λ ∈ p∩q.
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Hence, in view of the induction hypothesis, we get

(2.3) f0`0 = Ap+Bq,

where A ∈ Πk−m, B ∈ Πk−n.

We have that `0 intersects q at n points, counted also multiplicities. In view of

(2.3) these (multiple) points are also zeros of A since p di�ers from zero there.

For every polynomial C0 ∈ Πk−m−n we have also that

(2.4) f0`0 = (A− C0q)p+ (B + C0p)q.

Consider arbitrary k − m − n + 1 points λ1, . . . , λk−m−n, in `0 \ q. Choose C0 ∈
Πk−m−n such that A−C0q is zero at these points. For this, according to Proposition

1.4, we just solve an independent interpolation problem

C0(λi) =
A(λi)

q(λi)
, i = 0, . . . , k −m− n.

Note that the common n (multiple) zeros of `0 and q also are zeroes of A−C0q.

Thus, altogether we have that A − C0q is zero at k −m − n + 1 + n = k −m + 1

points in `0. Thus, in view of Proposition 1.4, `0 divides A − C0q ∈ Πk−m. From

(2.4) we readily conclude that `0 divides B + C0p.

Finally by dividing the relation (2.4) by `0 we get that

(2.5) f0`0 = A′p+B′q,

where A′ ∈ Πk−m−1, B ∈ Πk−n−1.

Step 3. k ≤ n+m− 1.

Let us again apply decreasing induction with respect to k. The �rst step k =

m+ n− 1 was checked in Step 2. Assume Theorem is true for all f with deg f = k

and let us prove that it is true also for all f with deg f = k − 1.

Suppose that f0 is an arbitrary polynomial with deg f0 = k− 1. Choose a line `0

in the same way as in Step 2. Then we get the relation (2.3) where the polynomial

A ∈ Πk−m has n zeros in `0, counting also the multiplicities. In this case we have

that k −m ≤ n − 1. Thus, in view of Proposition1.4, `0 divides A. From (2.4) we

readily conclude that `0 divides also B. Finally by dividing the relation (2.3) by `0

we complete the proof as in Step 2. �

At the end let us bring the formulation of Theorem 2.2 in the homogeneous case.

Theorem 2.3. Suppose that p ∈ Π0
m and q ∈ Π0

n have no common component.

Suppose also that f ∈ Π0
k vanishes at M0

λ(p, q) for each λ ∈ p ∩ q. Then we have

that

f = Ap+Bq,

where A ∈ Π0
k−m, B ∈ Π0

k−n.
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It is known that the set Z0 := p∩ q, where p and q are polynomials, of degree m

and n, respectively, is (m + n − 2)-independent, provided that |Z0| = mn. Below

we prove this result without the last restriction (cf. [4], Corollary 1).

Corollary 2.4. Suppose that polynomials p, q ∈ Π, deg p = m, deg q = n, have no

common component. Then the set of linear operators L(p, q) and consequently the

set Z0 are (m+ n− 2)-independent.

Proof. Let us assume �rst that p and q have no intersection point at in�nity.

Then we have that |L(p, q)| = mn. By using the evaluation (2.2) in the case k =

m+ n− 2 we obtain

(2.6) dimW = dim(W1 +W2) = dimW1 + dimW2 − dim(W1 ∩W2)

=

(
n

2

)
+

(
m

2

)
− 0 =

(
m+ n

2

)
−mn.

Thus we have that dim Πm+n−2 − dimW = mn. This means that the set of linear

operators L(p, q) and consequently Z0 is (m+ n− 2)-independent.

Now assume only that p and q have no common component. Let us use the

concept of the associate polynomial (see section 10.2, [9]).

Let p(x, y) =
∑
i+j≤m aijx

iyj and deg p = m. Then the following trivariate

homogeneous polynomial is called associated with p :

p̄(x, y, z) =
∑

i+j+k=m

aijx
iyjzk.

Evidently we have that

p = p1p2 ⇔ p̄ = p̄1p̄2.

It is easily seen from here that polynomials p and q have no common component if

and only if p̄ and q̄ have no common component. By applying Theorem 2.3 to the

polynomials p̄ and q̄ we get that the set of linear operators L0(p, q) is (m+ n− 2)-

independent. Therefore its subset corresponding to the �nite intersection points,

i.e., to Z0, is (m+ n− 2)-independent, which implies the desired result. �

3. The Cayley-Bacharach theorem

The evaluation (2.2) in the case k = m+ n− 3 gives

(3.1) dimW = dim(W1 +W2) = dimW1 + dimW2 − dim(W1 ∩W2)

=

(
n− 1

2

)
+

(
m− 1

2

)
− 0 =

(
m+ n− 1

2

)
− (mn− 1).

Thus we have that dim Πm+n−2−dimW = mn−1, i.e., out of mn linear operators

in L(p, q) only mn− 1 are linearly independent.
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According to the Cayley-Bacharach classic theorem (see, e.g., [1], [5]), i.e., in the

case |Z0| = mn, where Z0 := p ∩ q, we have that any subset of Z0 of cardinality

mn − 1 is (m + n − 3)-independent. This means that no point from Z0 has a

fundamental polynomial of degree (m + n − 3), i.e., for any point λ0 ∈ Z0 the

following implication holds:

p ∈ Πm+n−3, p(λ) = 0 ∀λ ∈ Z0 \ {λ0} ⇒ p(λ) = 0 ∀λ ∈ Z0.

In this section we are going to study the situation in the general multiple

intersection case. Suppose p ∈ Πm,

p(x, y) =
∑

i+j≤m

aijx
iyj .

Denote the kth homogeneous part of p by p{k}, i.e.,

p{k}(x, y) =
∑
i+j=k

aijx
iyj .

We accept a very common restriction from the theory of intersection. Namely, we

assume that the two polynomials p and q have no common tangent line at an

intersection point λ ∈ Z0. This means that the lowest homogeneous parts of the

polynomials have no common factor at this point.

Theorem 3.1. Suppose that polynomials p, q ∈ Π, deg p = m, deg q = n, have

no intersection point at in�nity and λ ∈ Z0. Suppose also that p and q have no

common tangent line at λ. Then we have that the set of linear operators Lλ(p, q)

contains only one operator of the highest degree: L̄. Suppose also that f ∈ Πm+n−3

vanishes at L(p, q) \ {L̄}. Then we have that f vanishes at all L(p, q).

Proof. Assume, without loss of generality, that λ = θ := (0, 0). Suppose that p

and q are bivariate polynomials having n0 andm0-fold zero at the origin, respectively,

n0,m0 ≥ 1 :

p(x, y) =
∑

m0≤i+j≤m

aijx
iyj , q(x, y) =

∑
n0≤i+j≤n

bijx
iyj .

Suppose also that p and q have no common tangent line at the origin, i.e., p{m0}

and q{n0} have no common factor.

Let L̄ := {L̄1, . . . , L̄s} be a maximal independent set of linear operators with the

highest degree in the spaceMθ(p, q).

Assume that f ∈ Πm+n−3 vanishes at L(p, q) \ L̄. We are going to prove that f

vanishes at L(p, q).
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This shall complete the proof of Theorem. Indeed, as was veri�ed above, there

are mn−1 linearly independent operators in the set of mn linear operators L(p, q),

which clearly implies here that s = 1.

Let ` be any line passing through θ. By using the formula (1.4) with g = `, f = f

and R ∈ L(p, q), we obtain that the polynomial `f vanishes at L(p, q). Therefore,

since deg `f = m+ n− 2, we get from Theorem 2.2 that

(3.2) `f = A(`)p+B(`)q,

where A(`) ∈ Πn−2, B(`) ∈ Πm−2. Assume, without loss of generality, that m0 ≤
n0. Assume also that m0 ≥ 2. If m0 = 1 we go to the �nal part of the proof. Now

we are going to prove that

(3.3) A(`){k} = `A′k−1 k = 0, . . . , n0 − 2,

where A′k−1,∈ Π0
k−1, do not depend on `, and

(3.4) B(`){k} = `B′k−1 k = 0, . . . ,m0 − 2,

where B′k−1,∈ Π0
k−1, do not depend on `.

First let us prove (3.3) for k ≤ n0−m0−1. Let us apply induction on k. Consider

the case k = 0. Then we get from the relation (3.2) that A(`){0}p{m0} = `f{m0−1}.

Thus we have xf{m0−1} = c1p
{m0} and yf{m0−1} = c2p

{m0}, where c1 and c2 are

constants. Therefore we have that (c2x− c1y)f{m0−1} = 0, i.e., f{m0−1} = 0. Thus

A(`){0} = 0 = ` · 0. Assume that (3.3) is true for all k not exceeding s and let us

prove it for k = s+ 1. We readily get from the relation (3.2) that

(3.5) A(`){s+1}p{m0} +A(`){s}p{m0+1} + · · ·+A(`){0}p{m0+s+1} = `f{m0+s+1}.

We have that all terms above except possibly the �rst have factor `. Hence we get

that A(`){s+1} = `A′s. In fact we have this relation for all ` except m0 tangent lines

of p at θ. Then by a continuity argument we get the relation for all `.

Next, by dividing (3.9) by ` we see that A′s does not depend on `.

Now assume that n0 −m0 ≤ k ≤ n0 − 2. Here we are going to prove (3.3) for

k and (3.4) for k − n0 +m0. Let us again apply induction on k. Consider the case

k = n0 −m0. We get from the relation (3.2) that

(3.6)

A(`){n0−m0}p{m0} +A(`){n0−m0−1}p{m0+1} + · · ·+A(`){0}p{n0} +B(`){0}q{n0}

= `f{n0−1}.

Now let us use ` = `1 which is a tangent line of q at θ, i.e., q{n0} = `1q̃, where

q̃ ∈ Πn0−1.
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We have that all terms in (3.6) except possibly the �rst have factor `1. Hence

we get that A := A(`1){n0−m0} = `1A
′
n0−m0−1.

Meanwhile, let us verify also that if `1 = y − k1x is a factor of multiplicity µ of

q{n0} then it is a factor of multiplicity at least µ in A. Assume that

A = C1

∏
i

(y − aix), q{n0} = C2

∏
i

(y − bix).

Assume also ` is given by an equation y − kx = 0. By setting in (3.6) y = kx, and

by using the induction hypothesis, we obtain

(3.7) C1p
{m0}(x, kx)

∏
i

(k − ai)x = C2B(`){0}(x, kx)
∏
i

(k − bi)x.

Consider both sides of (3.7) as polynomials on k. Now k1 is a root of the right

hand side of multiplicity at least µ. On the other hand k = k1 is not a root of

p{m0}(x, kx) since p and q have no common factor. Thus we get that k = k1 is a

root of multiplicity at least µ in q{n0}(x, kx), i.e., y− k1x is a factor of multiplicity

at least µ in q{n0}(x, y).

Next, we have that

(3.8) A(`){n0−m0} = A(`1){n0−m0} +A(`− `1){n0−m0}

= `A′n0−m0−1 + (`− `1)A′n0−m0−1 +A(`− `1){n0−m0}

= `A′n0−m0−1 − (k − k1)xA′n0−m0−1 − (k − k1)A(x){n0−m0}

= `A′n0−m0−1 − (k − k1)
[
xA′n0−m0−1 −A(x){n0−m0}

]
.

We have that A(`){n0−m0} contains all factors of qn0 . Thus the polynomial of degree

n0 − m0 in the square brackets contains all factors of qn0 except possibly `1, in

all n0 − 1 factors. Hence this polynomial is identically zero and A(`){n0−m0} =

`A′n0−m0−1. As above we readily conclude that A′n0−m0−1 does not depent on `.

Similarly by using tangent lines of p we get that B(`){0} = 0 = ` · 0.
Now assume that (3.3) is true for k not exceeding s and (3.4) is true for k not

exceeding s+m0−n0. Let us prove (3.3) for k = s+1 and (3.4) for k = s+m0−n0+1.

We get from the relation (3.2) that

(3.9) A(`){s+1}p{m0} +A(`){s}p{m0+1} + · · ·+A(`){0}p{m0+s+1}

+B(`){s+m0−n0+1}q{n0} +B(`){s+m0−n0}q{n0+1} + · · ·+B(`){0}q{m0+s+1}

= `f{m0+s+1}.

Here, in the same way as above, by using tangent lines of p and q at θ, we complete

the proof of this part.
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Now let us go to the �nal part of the proof. Let us choose a line `0 whose

intersection multiplicity with p at θ equals to m0.We also require that `0 intersects

Z only at θ. We have that outside of θ the line `0 intersects p at m −m0 points,

counting also the multiplicities. We deduce from the relation (3.2), with ` = `0,

that these m−m0 points are roots for B(`0), since q does not vanish there. Then,

in view of the relation (3.4), we have that

B(`0) =

m−2∑
i=0

B{i}(`0) =

m−2∑
i=m0−1

B{i}(`0).

Thus, by assuming that `0 = y−k0x, we see that the trace of the polynomial B(`0)

on the line `0 has the form

B(`0)(x, k0x) =

m−2∑
i=m0−1

bix
i = xm0−1

m−m0−1∑
i=0

bi+m0−1x
i.

On the other hand this polynomial vanishes at m −m0 nonzero points, counting

also the multiplicities. Hence, in view of Proposition 1.4, we conclude that B(`0)

has a factor `0. Now we readily get from the relation (3.2), with ` = `0, that A(`0)

also has a factor `0. Then by dividing the relation (3.2) by `0 we get that

f = Ap+Bq,

where A ∈ Πn−3, B ∈ Πm−3. Finally from this relation we readily conclude that f

vanishes at L(p, q). �

At the end let us consider a simple example. Let p(x, y) = xm and q(x, y) = yn.

Then we have that

L(p, q) = Lθ(p, q) =
{
xiyj : i ≤ m− 1, j ≤ n− 1

}
.

It is easily seen that in this set there is only one operator of the highest degree:

L̄ =

(
∂

∂x

)m−1(
∂

∂y

)n−1
.

Also for this operator we have that the set of the operators L(p, q)\{L̄} is (m+n−3)-

independent. Moreover, only the operator L̄ ∈ L(p, q) has this property.
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set {sn,i}ni=0 is obtained by adding the point sn,2ν−1 to the set {sn−1,i}n−1
i=0 . Hence,

there exists a unique function fn ∈ Sn, which is orthogonal to Sn−1 and ‖fn‖2 = 1.

Setting f0(x) = 1, f1(x) =
√

3(2x − 1) for x ∈ [0, 1], we obtain an orthonormal

system {fn(x)}∞n=0, which was de�ned equivalently by Franklin [2].

Here we quote a result by G. Gevorkyan [3] on restoration of coe�cients of series

by Franklin system.

Speci�cally, in [3] it was proved that if the Franklin series
∑∞
n=0 anfn(x) converges

a.e. to a function f(x) and

lim
λ→∞

(
λ · |{x ∈ [0, 1] : sup

k∈N
|Sk(x)| > λ}|

)
= 0,

where

Sk(x) =

k∑
j=0

ajfj(x)

then the coe�cients an of the Franklin series can be reconstructed by the following

formula,

an = lim
λ→∞

∫ 1

0

[
f(x)

]
λ
fn(x)dx,

where [
f(x)

]
λ

=

{
f(x), if |f(x)| ≤ λ,
0, if |f(x)| > λ.

Similar result on uniqueness is also obtained for the Haar system (see [5]).

Afterwards Gevorkyan's result was extended by V. Kostin [10] to the series by

generalized Haar system.

Consider the d-dimensional Franklin series∑
n∈Nd0

anfn(x),

where n = (n1, · · · , nd) ∈ Nd0 is a vector with non-negative integer coordinates,

N0 = N ∪ {0}, x = (x1, · · · , xd) ∈ [0, 1]d and

fn(x) = fn1
(x1) ···· ·fnd(xd).

The following theorem for multiple Franklin series was proved in [7].

Theorem A. If the partial sums

σ2k(x) =
∑

n:ni≤2k,i=1,··· ,d

anfn(x)

converge in measure to a function f and

lim
m→∞

(
λm · |{x ∈ [0, 1]d : sup

k
|σ2k(x)| > λm}|

)
= 0
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for some sequence λm → +∞, then for any n ∈ Nd0

an = lim
m→∞

∫
[0,1]d

[
f(x)

]
λm
fn(x)dx.

In this theorem instead of the partial sums σ2k(x) one can take square partial

sums σqk(x), where {qk} is any increasing sequence of natural numbers, for which

the ratio qk+1/qk is bounded. The following theorem is proved in [11].

Theorem B. Let {qk} be an increasing sequence of natural numbers such that the

ratio qk+1/qk is bounded. If the sums σqk(x) converge in measure to a function f

and there exists a sequence λm → +∞ so that

lim
m→∞

(
λm · |{x ∈ [0, 1]d : sup

k
|σqk(x)| > λm}|

)
= 0,

then for any n ∈ Nd0

an = lim
m→∞

∫
[0,1]d

[
f(x)

]
λm
fn(x)dx.

2. Lemmas and the main result

Let functions hm(x) : [0, 1]→ R, satisfy the following conditions:

(2.1) 0 ≤ h1(x) ≤ h2(x) ≤ · · · ≤ hm(x) ≤ · · · , lim
m→∞

hm(x) =∞,

there exists dyadic points

0 = tm,0 < tm,1 < tm,2 < · · · < tm,nm = 1,

so that the intervals

Imk = [tm,k−1, tm,k), k = 1, · · · , nm,

are dyadic as well, i.e. Imk is of the form

D =

{[
i

2j
,
i+ 1

2j

)
, 0 ≤ i ≤ 2j − 1, j ≥ 0

}
and the function hm(x) is constant on those intervals,

hm(x) = λmk , x ∈ Imk , k = 1, · · · , nm.

Moreover

(2.2) inf
m,k

∫
Imk

hm(x)dx = inf
m,k
|Imk |λmk > 0,

(2.3) sup
m,k

(
λmk
λmk−1

+
λmk−1

λmk

)
< +∞

and

(2.4) sup
m,k

(
|Imk |
|Imk−1|

+
|Imk−1|
|Imk |

)
< +∞.
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In other words, for any function hm the interval [0, 1] can be partitioned into dyadic

intervals, so that the values of the function on neighbouring intervals are equivalent

to each other and so are the lengths of neighbouring intervals. The following theorem

is proved in [9].

Theorem C. Let hm(x) be sequence of functions satisfying conditions (2.1)−(2.3).

If the partial sums σ2ν =
∑2ν

n=0 anfn converge in measure to a function f and

lim
m→∞

∫
{x∈[0,1]; supν |σν(x)|>hm(x)}

hm(x)dx = 0,

then for any n ∈ N0

an = lim
m→∞

∫ 1

0

[
f(x)

]
hm(x)

fn(x)dx,

where [
f(x)

]
λ(x)

=

{
f(x), if |f(x)| ≤ λ(x),

0, if |f(x)| > λ(x).

Now we are in position to state the main result of this paper.

Theorem 2.1. Let hm(x) be sequence of functions satisfying conditions (2.1) −
(2.3), and {qk} be an increasing sequence of natural numbers such that the ratio

qk+1/qk is bounded. If the partial sums σqk(x) converge in measure to a function f

and

(2.5) lim
m→∞

∫
{x∈[0,1]; supk|σqk (x)|>hm(x)}

hm(x)dx = 0,

then for any n ∈ N0

(2.6) an = lim
m→∞

∫ 1

0

[
f(x)

]
hm(x)

fn(x)dx.

To prove Theorem 2.1 we will need the following two lemmas.

Lemma 2.1. Let 0 = t0 < t1 < · · · < tn = 1 and h(x) = λk, if x ∈ Ik :=

[tk−1, tk) and Ik ∈ D, when k = 1, · · · , n. Moreover γ > 0

(2.7)
1

γ
≤ λk
λk+1

≤ γ, when k = 1, · · · , n− 1,

then there exists points 0 = t̃0 < t̃1 < · · · < t̃s = 1 such that h(x) = λ̃l, x ∈ Ĩl =

[t̃l−1, t̃l) ∈ D, l = 1, · · · s. Besides that

(2.8)
1

2γ
≤ |Ĩl|
|Ĩl+1|

≤ 2γ,

(2.9)
1

γ
≤ λ̃l

λ̃l+1

≤ γ, when l = 1, · · · , s− 1,
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(2.10) min
l

∫
Ĩl

hm(x)dx = min
k

∫
Ik

hm(x)dx > 0.

The proof of the Lemma 2.1 can be found in [9], but we present it here for the

sake of completeness.

Proof. Denote

c = min
k

∫
Ik

hm(x)dx = min
k
λk|Ik|,

and let 1 ≤ k0 ≤ n such that λk0
|Ik0
| = c. From de�nition c follows that for any i,

−k0 + 1 ≤ i ≤ n− k0 there exists ni ≥ 0 such that

(2.11) 2nic ≤ λk0+i|Ik0+i| < 2ni+1c.

Suppose that n0 = 0 and denote

ti,j = tk0+i−1 +
|Ik0+i|

2ni
j, when j = 0, · · · , 2ni ,

Ii,j = [ti,j−1, ti,j), and λi,j = λi, when j = 1, · · · , 2ni .

Therefore ∫
I0,1

hm(x)dx = c ≤
∫
Ii,j

hm(x)dx = λi,j |Ii,j | < 2c.

From the de�nition c, Ii,j , (2.11) and (2.7) follows that

|Ii,j | = |Ii,1| <
2c

λk0+i
≤ 2cγ

λk0+i−1
≤ 2γ|Ii−1,2ni−1 |,

similarly we obtain

|Ii,j | = |Ii,1| ≥
c

λk0+i
≥ c

γλk0+i−1
≥ 1

2γ
|Ii−1,2ni−1 |.

From the last two inequalities follows that the ratio of the lengths of intervals

Ii,j with common endpoint is not greater than 2γ. By renumbering the intervals

{Ii,j ;−k0 + 1 ≤ i ≤ n − k0, 1 ≤ j ≤ 2ni} in increasing order with respect to the

left endpoint, we obtain the intervals Ĩl, l = 1, · · · ,
∑n−k0

i=−k0+1 2ni , which satisfy the

condition (2.8). From the de�nition Ĩl it follows that the function hm(x) is constant,

hm(x) = λ̃l, x ∈ Ĩl

and from (2.7) we get (2.9), so λ̃l
λ̃l+1

= 1 or there exists k, such that

λ̃l

λ̃l+1

=
λk
λk+1

.

�

Lemma 2.2. Let hm(x) be sequence of functions satisfying conditions (2.1)−(2.3),

then there exists dyadic points 0 = t̃m,0 < t̃m,1 < · · · < t̃m,ñm = 1 so that the
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intervals Ĩmk = [t̃m,k−1, t̃m,k) ∈ D, k = 1, · · · , ñm are dyadic as well and the

function hm(x) is constant on those intervals,

hm(x) = λ̃mk , if x ∈ Ĩmk , k = 1, · · · , ñm

and the conditions (2.2)− (2.4) are satis�ed.

3. The proof of the main theorem

Let {sn,i}ni=0 be the points given in (1.1), sn,−1 = 0 and sn,n+1 = 1. Let us de�ne

the function Nn
i (x) as follows. It is linear on intervals [sn,j−1, sn,j ], j = 1, 2, · · · , n,

and

Nn
i (sn,j) =


1, if i = j,

j = 0, 1, · · · , n.
0, if i 6= j,

Let {qk} be an increasing sequence of natural numbers andM be a number satisfying

the inequality
qk+1

qk
≤M, for all k ∈ N.

For any j ∈ {0, 1, · · · , qν} denote

∆ν
j := [sqν ,j−1, sqν ,j+1],

Mqν
j (x) :=

Nqν
j (x)

‖Nqν
j (x)‖1

=
2

|∆ν
j |
Nqν
j (x).

Obviously

(3.1)
1

2qν
≤ |∆ν

j | ≤
4

qν
,

suppMqν
j = ∆ν

j and

∫ 1

0

Mqν
j (x)dx = 1.

Recall that

σqν (x) =

qν∑
n=0

anfn(x).

Let's denote

σ∗(x) = sup
ν
|σqν (x)|,

and prove that for any j0, ν0 the following statement is true:∫ 1

0

σqν0 (x)M
qν0
j0

(x)dx = lim
m→∞

∫ 1

0

[
f(x)

]
hm(x)

M
qν0
j0

(x)dx.

For any m ∈ N denote

Em := {x ∈ supp(M
qν0
j0

) = ∆ν0
j0

: σ∗(x) ≥ hm(x)}.

From (2.3), (2.4) it follows that there exists γ > 0 such that

(3.2)
λmk
γ
≤ λmk+1 ≤ γλmk and

|Imk |
γ
≤ |Imk+1| ≤ γ|Imk |.
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Denote

ε0 = inf
m,k

∫
Imk

hm(x)dx = inf
m,k

λmk |Imk | > 0.

Let ε be an arbitrary positive number. Under the conditions of the theorem a

number m0 can be chosen to satisfy

27M

∫
Em

hm(x)dx < ε, m ≥ m0.

Take

ε ≤ 23ε0

γ
.

Let M1 be a number such that

hm(x) ≥M1, for all x ∈ [0, 1], when m ≥ m1,

then

M1|Em| ≤
∫
Em

hm(x)dx <
ε

27M
,when m ≥ max(m0,m1) =: m2.

Therefore

|Em| ≤
ε

27MM1
,

let's take

M1 =
qν0
ε

22
.

Hence from (3.1) we obtain

(3.3) |Em| <
22ε

27Mqν0ε
=

1

25Mqν0

≤
|∆ν0

j0
|

24M
.

Let's �x a number m ≥ m2 and prove that

(3.4) |Em ∩ Imk | <
|Imk |
8M

, k = 1, · · · , nm.

Suppose that there exists k0, such that

|Em ∩ Imk0
| ≥
|Imk0
|

8M
,

therefore

ε0 ≤ λmk0
|Imk0
| ≤ 8Mλmk0

|Em ∩ Imk0
| ≤ 8M

∫
Em

hm(x)dx ≤ ε

24
≤ ε0

2γ
< ε0,

which is a contradiction.

Note that for any J ∈ D, which can represented in the form
⋃j
k=l I

m
k , from (3.4)

we get

|J ∩ Em| =
j∑
k=l

|Imk ∩ Em| ≤
1

8M

j∑
k=l

|Imk | =
1

8M
|J |,

therefore

(3.5) |J ∩ Em| ≤
|J |
8M

, for any J =

j⋃
k=l

Imk ∈ D.
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It is clear that if J ∈ D and J ⊃ Imk0
, then J =

⋃j
k=l I

m
k , when l ≤ k0 ≤ j.

Suppose ν ≥ ν0. We set

Ων := {A : A = [sqν ,j−1, sqν ,j ] and A ⊂ ∆ν0
j0
}.

Obviously
1

2qν
≤ |A| ≤ 2

qν
, for all A ∈ Ων .

If ν = ν0, then we set

Ω1
ν0

=

{
A ∈ Ων0

: |A ∩ Em| >
1

8M
|A|
}
, Qν0

=
⋃

A∈Ω1
ν0

A,

and

Ω2
ν0

= {A ∈ Ων0
: A 6⊂ Qν0

} , Pν0
=

⋃
A∈Ω2

ν0

A.

From (3.3) we have, that

Qν0
= ∅, and Pν0

= supp(M
qν0
j0

).

Now suppose we have de�ned the sets Ω1
ν′ , Ω2

ν′ , Qν′ for all ν
′ < ν. Let's denote

(3.6) Ω1
ν =

{
A ∈ Ων : |A ∩ Em| >

1

8M
|A| and A 6⊂

⋃
ν′<ν

Qν′

}
,

Qν =
⋃
A∈Ω1

ν

A, Ω2
ν =

A ∈ Ων : A 6⊂
⋃
ν′≤ν

Qν′

 , Pν =
⋃
A∈Ω2

ν

A.

Thus we have de�ned the families Ω1
ν ,Ω

2
ν and the sets Qν , Pν , satisfying to the

following conditions,

Ω1
ν ⊂ Ων , Ω2

ν ⊂ Ων ,

(3.7) supp(M
qν0
j0

) = Pν ∪

 ⋃
ν′≤ν

Qν′

 , Pν ∩

 ⋃
ν′≤ν

Qν′

 = ∅,

(3.8) Qν′ ∩Qν′′ = ∅, if ν′ 6= ν′′.

From (3.6) and (3.8) we obtain∣∣∣∣∣∣
⋃
ν′≤ν

Qν′

∣∣∣∣∣∣ < 8M |Em|, for any ν.

Now let us prove that for any A ∈ Ω1
ν , ν ≥ ν0, there exists k such that A ⊂ Imk .

Otherwise, there exists k0 such that A ⊃ Imk0
. Since A =

⋃j
k=l I

m
k , l ≤ k0 ≤ j,

therefore from (3.5) we get |A ∩ Em| ≤ |A|/8M, but A ∈ Ω1
ν . For any ν > ν0

denote

Jν = {j : ∆ν
j ∩Qν 6= ∅, ∆ν

j ⊂ Pν−1}.
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Now let us prove that

(3.9) |σqν (x)| ≤ 3hm(x), if x ∈ ∆ν
j , j ∈ Jν .

Suppose A ∈ Ω1
ν , with A ⊂ ∆ν

j , therefore A ⊂ Iml for some l. Let's prove that

(3.10) ∆ν
j ⊂ Imk ∪ Imk+1, when k = l − 1 or k = l.

Without loss of generality suppose that ∆ν
j ⊃ Iml+1. From (3.2) we get

2|A| = |∆ν
j | > |Iml+1| ≥

|Iml |
γ

,

therefore

ε0 ≤ |Iml |λml < 2γ|A|λml ≤ 16γM |A ∩ Em|λml ≤ 16γM

∫
Em

hm(x)dx

<
16γMε

27M
≤ 16 · 23γε0

27γ
= ε0,

which is a contradiction.

Let ∆1 and ∆2 be respectively the left and right halves of the interval ∆ν
j , ∆1 ⊂ ∆ν

j ,

∆2 ⊂ ∆ν
j . From (3.10) we get, that there exists l1, l2 such that ∆1 ⊂ Iml1 , ∆2 ⊂ Iml2 ,

it is clear that |l1 − l2| ≤ 1. Therefore

(3.11) hm(x) = λmlj , x ∈ ∆j , j = 1, 2.

Since ∆1,∆2 ⊂ ∆ν
j ⊂ Pν−1, (j ∈ Jν), then there exists ∆̃1, ∆̃2 ∈ Ων−1, so that

∆i ⊂ ∆̃i ⊂ Pν−1, i = 1, 2, we get that

(3.12) |∆i ∩ Em| ≤ |∆̃i ∩ Em| ≤
1

8M
|∆̃i| ≤

1

8M
· 2

qν−1
≤ 1

4qν
≤ |∆i|

2
.

Suppose that x ∈ ∆1, (the case x ∈ ∆2 is considered similarly). Since σqν (x) is a

linear function on ∆1 = [α, β], we have set

I := {t ∈ ∆1 : |σqν (t)| < λml1 }

is an interval. From (3.11) and (3.12) we get

(3.13) |I| = |{t ∈ ∆1 : |σqν (t)| < hm(t)}| ≥ |∆1 ∩ Ecm| ≥
1

2
|∆1|.

Since σqν (t) is linear, then

(3.14) |σ
′

qν (t)| <
2λml1

1
2 (β − α)

=
4λml1
β − α

.

From (3.14) we get

|σqν (α)| < λml1 +
4λml1
β − α

· β − α
2

= 3λml1 ,

similarly we obtain

|σqν (β)| < 3λml1 .
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Using the last inequalities and (3.10), we get

|σqν (t)| < 3hm(t), t ∈ [α, β] = ∆1.

Similarly we obtain (according to de�nition of Pν), that if ∆ν
j ⊂ Pν , then

|σqν (x)| ≤ 3hm(x), if x ∈ ∆ν
j ⊂ Pν .

Now let's de�ne by induction expansions ψn for M
qν0
j0

,

(3.15) M
qν0
j0

= ψn =
∑
ν≤n

∑
j∈Jν

αnν,jM
qν
j +

∑
j:∆n

j ⊂Pn

αnjM
qn
j ,

where

(3.16)
∑
ν≤n

∑
j∈Jν

αnν,j +
∑

j:∆n
j ⊂Pn

αnj = 1, αnν,j ≥ 0, αnj ≥ 0.

Since Pν0 = supp(M
qν0
j0

), then ψν0 = M
qν0
j0

. Suppose we have de�ned expansions

ψν0 , · · · , ψn, satisfying (3.15) and (3.16). Clearly for any ∆n
j ⊂ Pn we have

(3.17) Mqn
j (x) =

∑
ν:∆n+1

ν ⊂suppMqn
j

βνM
qn+1
ν (x), βν ≥ 0.

Note that if ∆n
j ⊂ Pn and ∆n+1

ν ⊂ suppMqn
j = ∆n

j , then either ∆n+1
ν ∩Qn+1 6= ∅

and, therefore ν ∈ Jn+1, or ∆n+1
ν ⊂ Pn+1. Therefore, inserting the expressions

(3.17) in (3.15) and grouping similar terms, we obtain

M
qν0
j0

= ψn+1 =
∑

ν≤n+1

∑
j∈Jν

αn+1
ν,j M

qν
j +

∑
j:∆n+1

j ⊂Pn+1

αn+1
j M

qn+1

j .

Since the integrals of all functions Mqν
j are 1, we get that∑

ν≤n+1

∑
j∈Jν

αn+1
ν,j +

∑
j:∆n+1

j ⊂Pn+1

αn+1
j = 1,

therefore for any n

(σqn ,M
qν0
j0

) =
∑
ν≤n

∑
j∈Jν

αnν,j(σqn ,M
qν
j ) +

∑
j:∆n

j ⊂Pn

αnj (σqn ,M
qn
j ).

Note that

(fp,M
qν
j ) =

∫ 1

0

fp(x)Mqν
j (x)dx = 0, if ν ≥ ν0 and p > qν .

Therefore

(3.18) (σqn ,M
qν
j ) =

qn∑
p=0

ap(fp,M
qν
j ) =

qν∑
p=0

ap(fp,M
qν
j ) = (σqν ,M

qν
j ).

Hence we have

(3.19)

∫ 1

0

σqν0 (t)M
qν0
j0

(t)dt−
∫ 1

0

[
f(t)

]
hm(t)

M
qν0
j0

(t)dt = (σqn −
[
f
]
hm
,M

qν0
j0

)
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=
∑
ν≤n

∑
j∈Jν

αnν,j(σqν −
[
f
]
hm
,Mqν

j ) +
∑

j:∆n
j ⊂Pn

αnj (σqn −
[
f
]
hm
,Mqn

j ) =: I1
n + I2

n.

Using (3.9) and (3.18), for I1
n we will have the estimate

|I1
n| =

∣∣∣∣∣∣
∑
ν≤n

∑
j∈Jν

αnν,j(σqν −
[
f
]
hm
,Mqν

j )

∣∣∣∣∣∣ ≤
∑
ν≤n

∑
j∈Jν

αnν,j(|σqν |+ hm,M
qν
j )

≤ 4
∑
ν≤n

∑
j∈Jν

αnν,j(hm,M
qν
j ) = 4(hm,

∑
ν≤n

∑
j∈Jν

αnν,jM
qν
j ).

By ∑
ν≤n

∑
j∈Jν

αnν,jM
qν
j ≤M

qν0
j0

,

we have

|I1
n| ≤ 4

∫
⋃
ν≤n

⋃
j∈Jν

∆ν
j

hm(t)M
qν0
j0

(t)dt.

Denote

J1
ν := {j ∈ Jν : ∃k s.t. ∆ν

j ⊂ Imk }, J2
ν := Jν \ J1

ν ,

An :=
⋃
ν≤n

⋃
j∈J1

ν

∆ν
j , Bn :=

⋃
ν≤n

⋃
j∈J2

ν

∆ν
j .

It is easy to notice that

|I1
n| ≤

(∫
An

hm(t)M
qν0
j0

(t)dt+

∫
Bn

hm(t)M
qν0
j0

(t)dt

)
≤ C

(∫
An

hm(t)dt+

∫
Bn

hm(t)dt

)
=: C(I3

n + I4
n).

From (3.10) we get that for any j ∈ J2
ν there exists k, such that

∆ν
j ⊂ Imk ∪ Imk+1,

and the de�nitions Ω1
ν and Qν , we obtain that for any k there exists (ν(k), j(k))

pair, such that

j(k) ∈ J2
ν and ∆

ν(k)
j(k) ⊂ I

m
k ∪ Imk+1.

Applying (3.2) we get

I4
n ≤

nm∑
k=1

(λmk + λmk+1)|∆ν(k)
j(k) | ≤ (γ + 1)

nm∑
k=1

λmk |∆
ν(k)
j(k) |,

and from (3.6) we get

|∆ν(k)
j(k) | ≤ 2|Qν(k) ∩ (Imk ∪ Imk+1)| ≤ 2|

⋃
ν≤n

Qν ∩ (Imk ∪ Imk+1)|.

Therefore

I4
n ≤ 2(γ + 1)

nm∑
k=1

λmk

∣∣∣∣∣∣
⋃
ν≤n

Qν ∩ Imk

∣∣∣∣∣∣+ γ

nm∑
k=1

λmk+1

∣∣∣∣∣∣
⋃
ν≤n

Qν ∩ Imk+1

∣∣∣∣∣∣
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= 2(γ + 1)2
nm∑
k=1

λmk

∣∣∣∣∣∣
⋃
ν≤n

Qν ∩ Imk

∣∣∣∣∣∣ =: 2(γ + 1)2I5
n.

Using (3.6) we can estimate I5
n as follows,

I5
n ≤ 8M

nm∑
k=1

λmk

∣∣∣∣∣∣Em ∩
⋃
ν≤n

Qν

 ∩ Imk
∣∣∣∣∣∣ ≤ 8M

nm∑
k=1

λmk |Em ∩ Imk | = 8M

∫
Em

hm(t)dt

<
8Mε

27M
=

ε

24
.

If j ∈ J1
ν ,then there exists k, such that ∆ν

j ⊂ Imk , therefore

|∆ν
j | ≤ 2|∆ν

j ∩Qν |,

from the last inequality we get,

|An ∩ Imk | ≤ 2|
⋃
ν≤n

Qν ∩ Imk |.

Therefore

I3
n =

∫
An

hm(t)dt =

nm∑
k=1

λmk |An ∩ Imk | ≤ 2

nm∑
k=1

λmk |
⋃
ν≤n

Qν ∩ Imk | = 2I5
n.

So

(3.20) |I1
n| ≤ C

(
(γ + 1)2ε

23
+

2ε

24

)
=
Cε(1 + (γ + 1)2)

23
= εCγ .

Now let us estimate I2
n. Since∑

j:∆n
j ⊂Pn

αnjM
qn
j ≤M

qν0
j0

, then

|I2
n| ≤ (|σqn −

[
f
]
hm
|,

∑
j:∆n

j ⊂Pn

αnjM
qn
j ) ≤

∫
⋃

j:∆n
j
⊂Pn

∆n
j

|σqn(t)−
[
f(t)

]
hm(t)

|Mqν0
j0

(t)dt

≤ C
∫

⋃
j:∆n

j
⊂Pn

∆n
j

|σqn(t)−
[
f(t)

]
hm(t)

|dt.

Denote

Cn =
⋃

j:∆n
j ⊂Pn

∆n
j ∩ Em, Dn =

⋃
j:∆n

j ⊂Pn

∆n
j ∩ Ecm ∩ {t, |σqn(t)− f(t)| ≤ ε},

Fn =
⋃

j:∆n
j ⊂Pn

∆n
j ∩ Ecm ∩ {t, |σqn(t)− f(t)| > ε}.

It is clear see that

Cn ∪Dn ∪ Fn =
⋃

j:∆n
j ⊂Pn

∆n
j and |f(t)| ≤ hm(t) a. e., when t ∈ Dn ∪ Fn ⊂ Ecm.
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Therefore

|I2
n| ≤ C

(∫
Cn

|σqn(t)−
[
f(t)

]
hm(t)

|dt+

∫
Dn

|σqn(t)− f(t)|dt+

∫
Fn

|σqn(t)− f(t)|dt
)

=: C(I6
n + I7

n + I8
n).

If t ∈ Cn, then

|σqn(t)−
[
f(t)

]
hm(t)

| ≤ |σqn(t)|+ |
[
f(t)

]
hm(t)

| ≤ 4hm(t),

and

I6
n ≤ 4

∫
Cn

hm(t)dt ≤ 4

∫
Em

hm(t)dt ≤ 22ε

27M
=

ε

25M
< ε.

From de�nition of Dn it follows that if t ∈ Dn, then

|σqn(t)− f(t)| ≤ ε, therefore I7
n ≤

∫
Dn

ε ≤ ε.

Since σqn(x) converge in measure to the function f , then there exists n such that

|{t, |σqn(t)− f(t)| > ε}| < ε

max{hm(t), t ∈ [0, 1]}
,

and

|σqn(t)− f(t)| ≤ |σqn(t)|+ |f(t)| ≤ 4hm(t), for a. e., t ∈ Fn ⊂ Ecm.

Therefore

I8
n ≤ 4

∫
Fn

hm(t)dt ≤ 4 max{hm(t), t ∈ [0, 1]} · |{t, |σqn(t)− f(t)| > ε}| < 4ε.

So |I2
n| ≤ 6ε, therefore by (3.19) and (3.20), we get∣∣∣∣(σqν0 ,Mqν0

j0
)−

∫ 1

0

[
f(t)

]
hm(t)

M
qν0
j0

(t)dt

∣∣∣∣ ≤ Cγε.
Now let's prove that for any n ∈ N0 the coe�cient an can be reconstructed by (2.6).

Take arbitrary n and choose ν so that qν ≥ n, then fn ∈ Sqν . Taking into account

that the system of functions {Mqν
j }j∈{0,1,··· ,qν} is a basis in the space Sqν , one can

�nd number βj , j ∈ {0, 1, · · · , qν}, such that

fn(x) =
∑

j∈{0,1,··· ,qν}

βjM
qν
j (x).

Therefore

an = (σqν , fn) =

qν∑
j=0

βj(σqν ,M
qν
j ) =

qν∑
j=0

βj lim
m→∞

∫ 1

0

[
f(x)

]
hm(x)

Mqν
j (x)dx

= lim
m→∞

∫ 1

0

[
f(x)

]
hm(x)

fn(x)dx.
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A sequence γ := {γn} of positive terms will be called almost increasing (decreasing)

if there exists a constant C := C(γ) ≥ 1 such that

Cγn ≥ γm (γn ≤ Cγm)

holds for any n ≥ m.

Here and in the sequel, a function γ(x) is de�ned by the sequence γ in the

following way: γ
(
π
n

)
:= γn, n ∈ N and there exist positive constants C1 and C2

such that C1γn ≤ γ(x) ≤ C2γn+1 for x ∈
(

π
n+1 ,

π
n

)
.

In 2005 S. Tikhonov [11] has proved two theorems providing necessary and su�cient

conditions for the p−th power integrability of the sums of sine and cosine series with

weight γ. His results re�ne the assertions of such results presented earlier by others

which show that such conditions depend on the behavior of the sequence γ.

We present Tikhonov's results below.

Theorem 1.1 ([11]). Suppose that {λn} ∈ R+
0 BV S and 1 ≤ p <∞.

(A) If the sequence {γn} satis�es the condition: there exists an ε1 > 0 such that

the sequence {γnn−p−1+ε1} is almost decreasing, then the condition

(1.4)

∞∑
n=1

γnn
p−2λpn <∞

is su�cient for the validity of the condition

(1.5) γ(x)|g(x)|p ∈ L(0, π).

(B) If the sequence {γn} satis�es the condition: there exists an ε2 > 0 such that

the sequence {γnnp−1−ε2} is almost increasing, then the condition (1.4) is

necessary for the validity of condition (1.5).

Theorem 1.2 ([11]). Suppose that {λn} ∈ R+
0 BV S and 1 ≤ p <∞.

(A) If the sequence {γn} satis�es the condition: there exists an ε3 > 0 such that

the sequence {γnn−1+ε3} is almost decreasing, then the condition

(1.6)

∞∑
n=1

γnn
p−2λpn <∞

is su�cient for the validity of the inclusion

(1.7) γ(x)|f(x)|p ∈ L(0, π).

(B) If the sequence {γn} satis�es the condition: there exists an ε4 > 0 such that

the sequence {γnnp−1−ε4} is almost increasing, then the condition (1.6) is

necessary for the validity of condition (1.7).
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Some new results pertaining to related problems, with those we mentioned above,

one can �nd for example in [12] when

{λn} ∈

{
{ck} :

2m−1∑
k=m

|ck − ck+1| ≤ K (c) cn

}
,

in [13] when

{λn} ∈

{ck} :
2m−1∑
k=m

|ck − ck+1| ≤ K (c)

[am]∑
k=[m/a]

ck
k


for some a > 1, in [2] when

{λn} ∈

{ck} :
∞∑
k=m

|ck − ck+1| ≤ K (c)mθ−1
∞∑

k=[m/a]

ck
kθ


for some a > 1 and θ ∈ (0, 1], in [10] when

{λn} ∈

{ck} :
∞∑
k=m

|ck − ck+r| ≤ K (c)mθ−1
∞∑

k=[m/a]

ck
kθ


for some a > 1 and θ ∈ (0, 1] and r ∈ N, in [4] when

{λn} ∈

{
{ck} :

∞∑
k=2m

k|ck − ck+2| ≤
K (c)

m

2m−1∑
k=m

k|ck − ck+2|

}
,

where K(c) is a positive constant depending only on a nonnegative sequence c =

{ck}.
Now, for further investigations we recall an another class of sequences. Namely,

was again Leindler [6] who introduced a new class of sequences which is a wider

class than the class R+
0 BV S.

De�nition 1.1. A sequence c := {ck} of nonnegative numbers tending to zero

belongs to RBV Sr,δ+ , if it has the property

∞∑
k=m

|ck − ck+1| ≤
K(c)

mr+1+δ

m∑
n=1

nr+1cn

for all natural numbers m, where r, δ ∈ R and K(c) is a positive constant depending

only on the sequence c.

As is pointed out by Leindler [6], if 0 < δ ≤ 1 and c ∈ R+
0 BV S, then c ∈

RBV Sr,δ+ also holds true. Indeed,

cm ≤ m1−δcm ≤ K(c)m−r−1−δ
m∑
n=1

nr+1cn.
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Subsequently, the embedding relation R+
0 BV S ⊂ RBV Sr,δ+ holds true as well.

Moreover, it is clear that for a nonnegative sequence {ck} and m ∈ N

1

mr+1+δ1

m∑
k=1

kr+1ck ≤
1

mr+1+δ2
(m)

δ2−δ1
m∑
k=1

kr+1ck ≤
1

mr+1+δ2

m∑
k=1

kr+1ck,

when δ2 ≤ δ1, r ∈ R and

1

mr1+1+δ

m∑
k=1

kr1+1ck ≤
1

mr1+1+δ
(m)

r1−r2
m∑
k=1

kr2+1ck =
1

mr2+1+δ

m∑
k=1

kr2+1ck,

when r2 ≤ r1, δ ∈ R. Hence

RBV Sr,δ1+ ⊆ RBV Sr,δ2+ (δ2 ≤ δ1)

and

RBV Sr1,δ+ ⊆ RBV Sr2,δ+ (r2 ≤ r1) .

Therefore in this paper we are concerned about �nding the necessary and su�cient

conditions on the sequence {λn} ∈ RBV Sr,δ+ so that γ(x)|f(x)|p ∈ L(0, π) and

γ(x)|g(x)|p ∈ L(0, π), which indeed is the aim of this paper.

To achieve this goal we need some helpful statements given in next section.

2. Auxiliary lemmas

Lemma 2.1 ([7]). Let λn > 0 and an ≥ 0. Then

∞∑
n=1

λn

(
n∑
ν=1

aν

)p
≤ pp

∞∑
n=1

λ1−pn apn

( ∞∑
ν=n

λν

)p
, p ≥ 1.

Lemma 2.2 ([9]). Let λn > 0 and an ≥ 0. Then

∞∑
n=1

λn

( ∞∑
ν=n

aν

)p
≤ pp

∞∑
n=1

λ1−pn apn

(
n∑
ν=1

λν

)p
, p ≥ 1.

3. Main results

At �rst, we prove the following.

Theorem 3.1. Suppose that {λn} ∈ RBV Sr,δ+ , r ≥ 0, 0 < δ ≤ 1 and 1 ≤ p < ∞.

If the sequence {γn} satis�es the condition: there exists an ε1 > 0 such that the

sequence {γnnε1−1−δp} is almost decreasing, then the condition

(3.1)

∞∑
n=1

γnn
p(2−δ)−2λpn <∞

is su�cient for the validity of the condition

(3.2) γ (x) |g (x) |p ∈ L(0, π).
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Proof. First we denote

D̃n(x) =

n∑
k=1

sin kx, n ∈ N.

Using Abel's transformation, λn → 0, and the well-known estimate |D̃n(x)| =
O(1/x) we have
∞∑

n=m+1

λn sinnx = lim
N→∞

( N−1∑
n=m+1

(λn − λn+1)D̃n(x) + λN D̃N (x)− λm+1D̃m(x)

)

=

∞∑
n=m+1

(λn − λn+1)D̃n(x)−
∞∑

n=m+1

(λn − λn+1)D̃m(x).

Whence, for x ∈
(

π
n+1 ,

π
n

]
, since | sinnx| ≤ nx, |D̃n(x)| ≤ C

x , and {λn} ∈ RBV S
r,δ
+

we obtain

|g(x)| ≤ C

(
x

n∑
k=1

kλk + n

∞∑
k=n

|λk − λk+1|

)

≤ C

(
1

n

n∑
k=1

kλk +
1

nr+δ

n∑
k=1

kr+1λk

)

≤ C

(
1

n

n∑
k=1

kλk +
1

nδ

n∑
k=1

kλk

)
≤ C

nδ

n∑
k=1

kλk.

Here and elsewhere, C denotes positive constant, which may be di�erent in di�erent

cases. So, we get∫ π

0

γ(x)|g(x)|pdx =

∞∑
n=1

∫ π
n

π
n+1

γ(x)|g(x)|pdx ≤ C
∞∑
n=1

γn
n2+δp

(
n∑
k=1

kλk

)p
.

The use of Lemma 2.1 implies∫ π

0

γ(x)|g(x)|pdx ≤ C
∞∑
n=1

( γn
n2+δp

)1−p
(nλn)

p

( ∞∑
k=n

γk
k2+δp

)p
.

Since {mε1−δp−1γm} is almost decreasing sequence, then we get

∞∑
k=n

γk
k2+δp

=

∞∑
k=n

γk
k1+δp−ε1k1+ε1

≤ C γn
n1+δp−ε1

∞∑
k=n

1

k1+ε1
≤ C γn

n1+δp
.

Thus, we obtain ∫ π

0

γ(x)|g(x)|pdx ≤ C
∞∑
n=1

γnn
p(2−δ)−2λpn.

The proof is completed. �

Theorem 3.2. Suppose that {λn} ∈ RBV Sr,δ+ , r ≥ 0, 0 < δ ≤ 1 and 1 ≤ p < ∞.

If the sequence {γn} satis�es the condition: there exists an ε2 > 0 such that the
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sequence {γnnp−1−ε2} is almost increasing, then the condition

(3.3)

∞∑
n=1

γnn
pδ−2λpn < +∞

is necessary for the validity of condition (3.2).

Proof. Let us show �rst that g (x) ∈ L(0, π). Namely, if 1 < p < +∞ and

p+ q = pq, then applying H�older's inequality, we get∫ π

0

|g(x)|dx ≤
(∫ π

0

γ(x)|g(x)|pdx
)1/p(∫ π

0

(γ(x))−q/pdx

)1/q

.

Now using the estimation (see [11], page 440)∫ π

0

(γ(x))−q/pdx < C,

we have ∫ π

0

|g(x)|dx ≤ C
(∫ π

0

γ(x)|g(x)|pdx
)1/p

< +∞.

Let p = 1. Then we can set up that {γn} is almost increasing, and whence∫ π

0

|g(x)|dx ≤
∞∑
n=1

1

Cγn

∫ π
n

π
n+1

γ(x)|g(x)|dx

≤ 1

Cγ1

∫ π

0

γ(x)|g(x)|dx < +∞.

Therefore, for all p ∈ [1,+∞) we showed that g (x) ∈ L(0, π). Using this fact we

can integrate the function g (x) so that we have

F (x) :=

∫ x

0

g(t)dt =

∞∑
n=1

λn

∫ x

0

sinntdt = 2

∞∑
n=1

λn
n

sin2
nx

2
.

Denoting

dν :=

∫ π
ν

π
ν+1

|g(x)|dx, ν ∈ N,

and taking into account that {λn} ∈ RBV Sr,δ+

F (π/m) ≥ C

m∑
n=1

λn
n

( n
m

)2
=

C

m2

m∑
n=1

nλn

≥ C

mr+2

m∑
n=1

nr+1λn = Cmδ−1 1

mr+δ+1

m∑
n=1

nr+1λn

≥ Cmδ−1

K (λ)

∞∑
n=m

|λn − λn+1| ≥
Cmδ−1λm
K (λ)

then

λn ≤ Cn1−δF (π/n) ≤ Cn1−δ
∞∑
ν=n

dν .
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So we have

I :=

∞∑
n=1

γnn
pδ−2λpn ≤ C

∞∑
n=1

γnn
p−2

( ∞∑
ν=n

dν

)p
.

The use of Lemma 2.2 gives

I ≤ C
∞∑
n=1

dpn
(
γnn

p−2)1−p( n∑
ν=1

γνν
p−2

)p
.

The sequence {γnnp−1−ε2} is almost increasing, by assumption, which implies

I ≤ C

∞∑
n=1

dpn
(
γnn

p−2)1−p( n∑
ν=1

γνν
p−1−ε2

ν1−ε2

)p

≤ C

∞∑
n=1

dpn
(
γnn

p−2)1−p(γnnp−1−ε2 n∑
ν=1

1

ν1−ε2

)p

≤ C

∞∑
n=1

dpn
(
γnn

p−2)1−p (γnnp−1)p ≤ C ∞∑
n=1

dpnγnn
2(p−1).

Now, if 1 < p < +∞ and q = p
p−1 , then applying H�older's inequality, we easily get

dpn =

(∫ π
n

π
n+1

|g(x)|dx

)p
≤ Cn2(1−p)

∫ π
n

π
n+1

|g(x)|pdx.

Subsequently, we obtain that

I ≤ C

∞∑
n=1

γn

∫ π
n

π
n+1

|g(x)|pdx

≤ C

∞∑
n=1

∫ π
n

π
n+1

γ(x)|g(x)|pdx ≤ C
∫ π

0

γ(x)|g(x)|pdx.

For p = 1, we also have

I ≤ C
∞∑
n=1

γndn ≤ C
∫ π

0

γ(x)|g(x)|dx.

The proof is completed. �

Theorem 3.3. Suppose that {λn} ∈ RBV Sr,δ+ , r ≥ 0, 0 < δ ≤ 1 and 1 ≤ p < ∞.

If the sequence {γn} satis�es the condition: there exists an ε3 > 0 such that the

sequence {γnnε3−1} is almost decreasing, then the condition (3.1) is su�cient for

the validity of the condition

(3.4) γ (x) |f (x) |p ∈ L(0, π).

Proof. Similar as in the proof of Theorem 3.1, we have

|f(x)| ≤

∣∣∣∣∣
n∑
k=1

λk cos kx

∣∣∣∣∣+
∣∣∣∣∣
∞∑

k=n+1

λk cos kx

∣∣∣∣∣
≤

n∑
k=1

λk +

∞∑
k=n

|λk − λk+1| |Dk(x)|+ λn+1 |Dn(x)| ,
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where

Dn(x) =

n∑
k=1

cos kx, n ∈ N.

Hence, for x ∈
(

π
n+1 ,

π
n

]
since |Dn(x)| ≤ C

x and {λn} ∈ RBV Sr,δ+

|f(x)| ≤ C

(
n∑
k=1

λk + n

∞∑
k=n

|λk − λk+1|

)

≤ C

(
n∑
k=1

λk +
1

nr+δ

n∑
k=1

kr+1λk

)

≤ C

(
n∑
k=1

λk +

n∑
k=1

k1−δλk

)
≤ C

n∑
k=1

k1−δλk.

Therefore∫ π

0

γ(x)|f(x)|pdx=
∞∑
n=1

∫ π
n

π
n+1

γ(x)|f(x)|pdx ≤ C
∞∑
n=1

γn
n2

(
n∑
k=1

k1−δλk

)p
.

Using Lemma 2.1 and the fact that {mε3−1γm} is almost decreasing sequence, we

obtain similar as in the proof of Theorem 3.1 that∫ π

0

γ(x)|f(x)|pdx ≤ C

∞∑
n=1

(γn
n2

)1−p (
n1−δλn

)p( ∞∑
k=n

γk
k2

)p

≤ C

∞∑
n=1

(γn
n2

)1−p (
n1−δλn

)p( ∞∑
k=n

γkk
ε3−1

k1+ε3

)p

≤ C

∞∑
n=1

(γn
n2

)1−p (
n1−δλn

)p(
γnn

ε3−1
∞∑
k=n

1

k1+ε3

)p

≤ C

∞∑
n=1

(γn
n2

)1−p (
n1−δλn

)p (
γnn

−1)p ≤ C ∞∑
n=1

γnn
p(2−δ)−2λpn.

This ends our proof. �

Theorem 3.4. Suppose that {λn} ∈ RBV Sr,δ+ , r ≥ 0, 0 < δ ≤ 1 and 1 ≤ p < ∞.

If the sequence {γn} satis�es the condition: there exists an ε2 > 0 such that the

sequence {γnnp−1−ε2} is almost increasing, then the condition (3.3) is necessary

for the validity of condition (3.4).

Proof. Similar as in the proof of Theorem 3.2 we can show that the condition

(3.4) implies f (x) ∈ L(0, π). Integrating the function f , we write

H (x) =

x∫
0

f (t) dt =

∞∑
n=1

λn
n

sinnx.
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Now, we prove if {λn} ∈ RBV Sr,δ+ then {λnn } ∈ RBV Sr,δ+ . Suppose {λn} ∈
RBV Sr,δ+ . Then for m ∈ N
∞∑
k=m

∣∣∣∣λkk − λk+1

k + 1

∣∣∣∣ ≤ ∞∑
k=m

1

k + 1
|λk − λk+1|+

∞∑
k=m

1

k (k + 1)
λk

≤ 1

m+ 1

∞∑
k=m

|λk − λk+1|+
∞∑
k=m

1

k (k + 1)

∞∑
l=k

|λl − λl+1|

≤ K (λ)

m2+r+δ

m∑
n=1

nr+1λn +

∞∑
l=m

|λl − λl+1|
∞∑
k=m

1

k2

≤ K (λ)

m2+r+δ

m∑
n=1

nr+1λn +
C

m

∞∑
l=m

|λl − λl+1|

≤ (1 + C)K (λ)

m2+r+δ

m∑
n=1

nr+1λn ≤
(1 + C)K (λ)

m1+r+δ

m∑
n=1

nr+1λn
n
,

whence {λnn } ∈ RBV S
r,δ
+ .

Applying Theorem 3.2 to the function H we obtain

∞∑
n=1

γ∗nn
pδ−2λpn ≤ C

π∫
0

γ∗ (x) |H (x)|p dx,

where {γ∗n} satis�es the following condition: there exists ε > 0 such that the

sequence
{
γ∗nn

p−1−ε} is almost increasing. For γ∗n = γnn
p, this condition is obviously

satis�ed. Then

I :=

∞∑
n=1

γnn
pδ−2λpn =

∞∑
n=1

γnn
pnpδ−2

(
λn
n

)p

=

∞∑
n=1

γ∗nn
pδ−2λpn ≤ C

π∫
0

γ (x)

xp
|H (x)|p dx

≤ C

∞∑
n=1

∫ π
n

π
n+1

γ (x)

xp

 x∫
0

|f (t)| dt

p

dx

≤ C

∞∑
n=1

γnn
p−2


π
n∫

0

|f (t)| dt


p

= C

∞∑
n=1

γnn
p−2

 ∞∑
v=k

π
v∫

π
v+1

|f (t)| dt


p

.

Denoting

fv =

π
v∫

π
v+1

|f (t)| dt, v ∈ N

and using Lemma 2.2 we get

I ≤ C
∞∑
n=1

γnn
2p−2 (fn)

p
.
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Now, if 1 < p < +∞ and q = p
p−1 , then applying H�older's inequality, we easily get

fpn =

(∫ π
n

π
n+1

|f(x)|dx

)p
≤ Cn2(1−p)

∫ π
n

π
n+1

|f(x)|pdx.

Subsequently, we obtain that

I ≤ C

∞∑
n=1

γn

∫ π
n

π
n+1

|f(x)|pdx

≤ C

∞∑
n=1

∫ π
n

π
n+1

γ(x)|f(x)|pdx ≤ C
∫ π

0

γ(x)|g(x)|pdx.

For p = 1, we also have

I ≤ C
∞∑
n=1

γndn ≤ C
∫ π

0

γ(x)|g(x)|dx,

and the proof is completed. �

Remark 3.1. Since R+
0 BV S ⊂ RBV S

r,1
+ , then Theorem 1.1 and Theorem 1.2 are

consequences of our results.

Remark 3.2. We know that the class of zero monotone decreasing sequences is a

subclass of the class R+
0 BV S. Whence, our results also hold true when condition

{λn} ∈ RBV Sr,δ+ is replaced with condition {λn} ∈M := {c : cn ↓ 0}.

4. Conclusions

The integrability of functions de�ned by trigonometric series has been attractive

for lots of researchers during last six decades. The questions of integrability with

weight of such functions, whose coe�cients of their trigonometric series belong

to various classes of sequences such as the decreasing sequences [3], the power-

monotone sequences [8], the quasi-monotone sequences [14] and the general monotone

sequences which is very important class for such questions, see [5], [2], [10], [12] and

[13], are of the great interest. Here, in the present paper, we go one step further,

�nding the necessary and su�cient conditions for the power integrability with a

weight of the sum of the sine and cosine series whose coe�cients belong to the

RBV Sr,δ+ , r ≥ 0, class and in the same time covering the results proved previously

by others. In our results, 0 < δ ≤ 1, we assume that the quantities
∞∑
n=1

γnn
p(2−δ)−2λpn and

∞∑
n=1

γnn
pδ−2λpn

are �nite, which both coincide, δ = 1, with �niteness of the famous quantity
∞∑
n=1

γnn
p−2λpn.
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Among this, we have showed as well the embedding relation

RBV Sr,δ1+ ⊆ RBV Sr,δ2+ , when 0 < δ2 ≤ δ1 ≤ 1.

The RBV Sr,δ+ class seems to be considered here for the second time since it has

been introduced and employing it, especially in the proof of our �ndings, shows

that it could also be useful in other topics similar to this already considered here.
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î òîì, íàñêîëüêî áûñòðî ðèñê â çàãðÿçíåííîé âûáðîñàìè ìîäåëè ñòðåìèòñÿ ê

ðèñêó áåç âûáðîñîâ.

Â ýòîé ñòàòüå ìû ââîäèì ïîíÿòèå èçáûòî÷íîãî ðèñêà, êîòîðîå îïðåäåëÿåò-

ñÿ êàê ðàçíèöà ìåæäó ðèñêàìè â ìîäåëÿõ ñ âûáðîñàìè è áåç. Çàòåì ìû ïðåä-

ñòàâëÿåì àíàëèç ýòîãî ðèñêà äëÿ ïðîöåäóðû, êîòîðóþ ìû íàçâàëè �group hard

thresholding�. Ýòî òàêæå ìîæíî ðàññìàòðèâàòü êàê âåðñèþ óñå÷åííîé ñðåäíåé

îöåíêè. Íàø ãëàâíûé ðåçóëüòàò ïîêàçûâàåò ÷òî ýòîò èçáûòî÷íûé ðèñê ñòðåìèò-

ñÿ ê íóëþ, êîãäà óðîâåíü çàãðÿçíåíèÿ ñòðåìèòñÿ ê íóëþ.

Áîëåå ôîðìàëüíî, äàâàéòå ïðåäïîëîæèì, ÷òî ìû íàáëþäàåì n ñëó÷àéíûõ âåê-

òîðîâ Y1, . . . ,Yn in Rp, êîòîðûå óäîâëåòâîðÿþò

(1.1) Y i = µ+ θi + ξi, ξi
iid∼ N(0, Ip).

Â âåðõíåé ôîðìóëå, µ íåèçâåñòíûé ïàðàìåòð, êîòîðóþ ìû õîòèì îöåíèòü, {θi}
ýòî ïðîèçâîëüíûå äåòåðìèíèðîâàííûå âåêòîðû, óêàçûâàþùèå êàêèå èç íàáëþäå-

íèé ÿâëÿþòñÿ âûáðîñàìè è ξi ñëó÷àéíûé øóì. Â ýòîé ñòàòüå, ìû ïðåäïîëàãàåì,

÷òî Θ = [θ1 . . .θn] óñå÷åííàÿ ïî ñòîëáöàì ìàòðèöà. Âñå íàáëþäåíèÿ ñ èíäåêñàìè

i ∈ O = {` : ‖θ`‖2 > 0} ÿâëÿþòñÿ âûáðîñàìè, â òî âðåìÿ, êàê îñòàëüíûå ïðèõîäÿò
èç N(µ, Ip). Ïóñòü

o = Card(O), è ε =
o

n
.

Ïðåäïîëàãàåòñÿ, ÷òî ïàðàìåòð ε ìåíüøå 1/2, êîòîðûé èãðàåò âàæíóþ ðîëü â

ðîáàñòíîì îöåíèâàíèè. Â àñòíîñòè, èçâåñòíî ÷òî ìèíèìàêñíàÿ ñêîðîñòü îöåíêè

â ìîäåëè (1.1) èìååò ïîðÿäîê p
n + ε2.

Â ýòîé ñòàòüå ìû ðàññìîòðèâàåì áîëåå òî÷íóþ ìåðó òî÷íîñòè îöåíêè, èçáû-

òî÷íûé ðèñê. Íàïîìíèì, ÷òî ðèñê îöåíêè 1 µ̂ îïðåäåëÿåòñÿ êàê

R[µ̂,µ;Θ] = [Eµ,Θ‖µ̂− µ‖22]1/2.

Çäåñü è äàëåå â ñòàòüå îáîçíà÷åíèå Eµ,Θ[h] îçíà÷àåò ìàòåìàòè÷åñêîå îæèäàíèå

ïî ðàñïðåäåëåíèþ {Y1, . . . ,Yn} êàê îïðåäåëåíî â (1.1) (ìû íåÿâíî ïðåäïîëàãàåì,

÷òî h çàâèñèò îò íàáëþäåíèé {Y1, . . . ,Yn}). Ýòî õîðîøî èçâåñòíûé ôàêò, ÷òî â

ñëó÷àå, ãäå íåò âûáðîñîâ, ò.å. êîãäà Θ ≡ 0p×n ðèñê óäîâëåòâîðÿåò ðàâíÿàåòñÿ√
p/n. Ôîðìàëüíî,

inf
µ̂

sup
µ∈Rp

R[µ̂,µ;0] = sup
µ∈Rp

R[Yn,µ;0] =

√
p

n
,(1.2)

1Îöåíêà ÿâëÿåòñÿ ëþáîé èçìåðèìîé ôóíêöèÿ îò (Rp)n äî Rp
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ãäå Yn = 1
n

∑n
i=1 Y i ÿâëÿåòñÿ âûáîðî÷íûì ñðåäíèì íàáëþäàåìûõ äàííûõ. Îïðå-

äåëèì

‖Θ‖0,2 :=

n∑
i=1

1(‖θi‖2 > 0).

Áàçèðóÿñü íà (1.2), îïðåäåëèì èçáûòî÷íûé ðèñê îöåíêè µ̂ â õóäøåì ñëó÷àå ñëå-

äóþùèì îáðàçîì

E(µ̂;n, p, ε) = sup
µ∈Rp;‖Θ‖0,2≤εn

R[µ̂,µ;Θ]−
√
p

n
.

Ìèíèìàêñíûé èçáûòî÷íûé ðèñê îïðåäåëÿåòñÿ òàêèì îáðàçîì

E(n, p, ε) = inf
µ̂

E(µ̂, n, p, ε),

ãäå èíôèìóì áåðåòñÿ ïî âñåâîçìîæíûì îöåíêàì µ̂. Çàìåòèì, ÷òî ñîãëàñíî îïðå-

äåëåíèþ, ðàññìàòðèâàþùèåñÿ îöåíêè âûøå ìîãóò çàâèñåòü îò n, p è ε = o/n.

Îñíîâíûì ðåçóëüòàòîì ýòîé ñòàòüè ÿâëÿåòñÿ òî, ÷òî èçáûòî÷íûé ðèñê íàøåé

îöåíêè, ââåäåííûé â ñëåäóþùåì ðàçäåëå ñòðåìèòñÿ ê íóëþ êîãäà ε = εn → 0 è

n→∞, ïðè òàêîì p = pn, ÷òî pn/n îãðàíè÷åíà ñâåðõó êîíñòàíòîé.

2. Ãðóïïîâîé æåñòêèé ïîðîã

Â ýòîì ðàçäåëå ìû îïðåäåëÿåì îöåíêó µ̂GHT, íàçûâàåìóþ group hard thresholding,

è äîêàçûâàåì, ÷òî ïðè ýòîé îöåíêå èçáûòî÷íûé ðèñê ñòðåìèòñÿ ê 0, êîãäà äî-

ëÿ âûáðîñîâ ε ñòðåìèòñÿ ê 0. Ãðóáî ãîâîðÿ, µ̂GHT ÿâëÿåòñÿ ñðåäíèì àðèôìè-

òè÷åñêèì âåêòîðîâ Y1, . . . ,Yn çàìèíÿÿ âñå âåêòîðà ñ áîëüøèì ðàññòîÿíèåì îò

ïîêîîðäèíàòíîé ìåäèàíû åþ æå.

Áîëåå ôîðìàëüíî, ïóñòü µ̂Med := Med(Y1, . . . ,Yn) åñòü ïîêîîðäèíàòíàÿ ìåäè-

àíà âûáîðêè {Y1, . . . ,Yn}. Äëÿ ôèêñèðîâàííîãî ïîðîãà λ > 0 è êàæäîãî i ∈
{1, . . . , n}, ïîëîæèì

θ̂i = HTλ(Y i − µ̂Med) := (Y i − µ̂Med)1(‖Y i − µ̂Med‖2 > λ)(2.1)

µ̂GHT =
1

n

n∑
i=1

(Y i − θ̂i) := Ln(Y − Θ̂).(2.2)

Äàëåå ìû ñôîðìóëèðóåì îñíîâíóþ òåîðåìó ñòàòüè, ïîêàçûâàþùóþ, ÷òî èç-

áûòî÷íûé ðèñê íàøåé îöåíêè ñòðåìèòñÿ ê íóëþ, åñëè äîëÿ âûáðîñîâ ε = εn

ñòðåìèòñÿ ê 0 òàê, ÷òî εnp
1/4
n òàêæå ñòðåìèòñÿ ê 0. Çàìåòèì, ÷òî ýòî óñëîâèå

âûïîëíåíî ïðè ôèêñèðîâàííîì p, íî ìîäåëü òàêæå ïîçâîëÿåò ðàçìåðíîñòü áûòü

áåñêîíå÷íîñòüþ, ò.å. p = pn → ∞ ïðè îãðàíè÷åíèè εnp
1/4
n log1/2 ε−1n = o(1) êîãäà

ðàçìåð âûáîðêè n ñòðåìèòñÿ ê áåñêîíå÷íîñòè.
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Òåîðåìà 2.1. Äëÿ µ̂GHT îïðåäåëåííûì â (2.2) è λ2 = p+8
√
p log ε−1+16 log ε−1

ìû èìååì

lim
n→∞

E(µ̂GHT, n, pn, εn) = 0,

åñëè εnp
1/4
n log1/2 ε−1n = o(1) è pn = O(n) êîãäà n→∞.

Äîêàçàòåëüñòâî. Ïóñòü si = 1(‖Y i − µ̂Med‖2 ≤ λ) è δ = µ̂Med − µ∗. Èñïîëüçóÿ
òîò ôàêò, ÷òî Y = µ1>n + Θ + Ξ, ìîæíî íàïèñàòü ñëåäóþùåå ñîîòíîøåíèå

µ̂GHT − µ = Ln(Θ + Ξ− Θ̂)

=
1

n

n∑
i=1

ξi + T1(n) + T2(n) + T3(n),(2.3)

ãäå

T1(n) =
1

n

n∑
i=1

ξi(si − 1), T2(n) =
δ

n

n∑
i=1

(1− si),

T3(n) =
1

n

∑
i∈O

θisi.

Äëÿ ïðîñòîòû îáîçíà÷åíèé îáîçíà÷èì L2 íîðìîé âåêòîðà V ñëåäóþùèì îáðàçîì

‖V ‖L2 =
(
E[‖V ‖22]

)1/2
.

Çàìåòèì, ÷òî äîñòàòî÷íî ïîêàçàòü, ÷òî Ti(n)→ 0 êîãäà ε→ 0 äëÿ i ∈ {1, 2, 3}. Â
ñàìîì äåëå, ∥∥∥∥ 1n

n∑
i=1

ξi

∥∥∥∥2
L2

=
p

n
.

Òîãäà,

E(µ̂;n, p, ε) ≤ ‖T1(n) + T2(n) + T3(n)‖L2

≤ ‖T1(n)‖L2
+ ‖T2(n)‖L2

+ ‖T3(n)‖L2
.

Ìîæíî ïðîâåðèòü, ÷òî ñëåäóþùåå îòíîøåíèå âûïîëíåíî ñ íåêîòîðîé êîíñòàíòîé

C

‖δ‖L4
≤ C√p

(
1√
n
∨ ε
)

= o(p1/4)(2.4)

è

‖ξi‖4L4
= E

( p∑
j=1

ξ2ij

)2

= 3p+ p(p− 1) ≤ (p+ 1)2.(2.5)

71



À. Ã. ÌÈÍÀÑßÍ

Ñíà÷àëà ìû îãðàíè÷èì ñâåðõó E[1−si] äëÿ âñåõ i ∈ Oc. Èìåÿ (2.4), ìû ïîëó÷àåì

‖δ‖2 = oP
(
p1/4

)
è, ñëåäîâàòåëüíî,

E[1− si] = P(si = 0) = P(‖Y i − µ̂Med‖22 > λ2) = P(‖δ + ξi‖22 > λ2)

≤ P
(
‖ξi‖22 > λ2(1− o(1))

)
. ε8, ∀i ∈ Oc,(2.6)

ãäå ïîñëåäíåå íåðàâåíñòâî ñëåäóåò îò êîíöåíòðàöèè ñëó÷àéíîé âåëè÷èíû χ2
p è

âûáîðà λ2. Äëÿ T1(n), èñïîëüçóÿ (2.5), ìû èìååì

‖T1(n)‖L2
≤
∥∥∥∥ 1n ∑

i∈Oc

ξi(1− si)
∥∥∥∥
L2

+

∥∥∥∥ 1n∑
i∈O

ξi(1− si)
∥∥∥∥
L2

= O(
√
pε2) +

∥∥∥∥ 1n∑
i∈O

ξi(1− si)
∥∥∥∥
L2

.

Ñ äðóãîé ñòîðîíû, íåðàâåíñòâî Êîøè-Øâàðöà-Áóíÿêîâñêîãî äàåò∥∥∥∥∑
i∈O

ξi(1− si)
∥∥∥∥2
2

≤
∑
i∈O

(1− si)
∥∥∥∥∑
i∈O

ξiξ
>
i

∥∥∥∥
op

≤ nε
∥∥∥∥∑
i∈O

ξiξ
>
i

∥∥∥∥
op

.

Èçâåñòíàÿ âåðõíÿÿ îöåíêà äëÿ îïåðàòîðíîé íîðìû ìàòðèöû ñ íîðìàëüíûìè ýëå-

ìåíòàìè (ñì. Ëåììà 9 â [4]) äàåò∥∥∥∥∑
i∈O

ξi(1− si)
∥∥∥∥2
L2

≤ 3nε(p+ nε+ 4).

Ñëåäîâàòåëüíî,

‖T1(n)‖L2 .
√
p ε2 +

√
nεp+ nε

n
=
√
p ε2 +

√
εp/n+ ε = o(1).(2.7)

Äëÿ îãðàíè÷åíèÿ ñâåðõó ‖T2(n)‖L2
, ìû èñïîëüçóåì íåðàâåíñòâî Êîøè-Øâàðöà-

Áóíÿêîâñêîãî âìåñòå ñ (2.4) è (2.6), ÷òîáû ïîëó÷èòü

‖T2(n)‖L2 =

∥∥∥∥δn
n∑
i=1

(1− si)
∥∥∥∥
L2

≤ ‖δ‖L4

n
·
n∑
i=1

‖1− si‖L4

=
o(p1/4)

n
(εn+ n(1− ε)ε2) = εo(p1/4) = o(1),(2.8)

ãäå íà òðåòüåì øàãå ìû îãðàíè÷èëè ‖1 − si‖L4
= E1/4[1 − si] ≤ 1 äëÿ i ∈ O

è ‖1 − si‖L4 ≤ ε2 äëÿ i ∈ Oc. Äëÿ ïîëó÷åíèÿ âåðõíåé îöåíêè L2 íîðìû T3(n)

çàìåòèì, ÷òî êîãäà si = 1, òîãäà ó íàñ åñòü âåðõíÿÿ îöåíêà äëÿ ‖θi‖2. Ôîðìàëüíî,
íåðàâåíñòâî ‖θi + δ + ξi‖2 ≤ λ ýêâèâàëåíòíî si = 1, ñëåäîâàòåëüíî

‖θi‖2 ≤ 2‖δ‖2 + 2|ηi|+
(
λ2 − ‖ξi‖22

)1/2
+

+ (2|δ>ξi|)1/2,(2.9)

äëÿ ñòàíäàðòíûõ íîðìàëüíûé ñëó÷àéíûõ âåëè÷èí ηi äëÿ i ∈ {1, . . . , n}.
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Èñïîëüçóÿ íåðàâåíñòâî Ãåëüäåðà ìîæíî ïîêàçàòü, ÷òî∑
i∈O

|δ>ξi|1/2 ≤ (nε)3/4
{∑
i∈O

|δ>ξi|2
}1/4

= (nε)3/4
{
δ>
∑
i∈O

ξiξ
>
i δ

}1/4

≤ (nε)3/4‖δ‖1/22 ‖ξO‖1/2op ,

ãäå ‖ξO‖
1/2
op ñïåêòðàëüíàÿ íîðìà ìàòðèöû ïîëó÷åííîé èç âåêòîðîâ ξi äëÿ i ∈ O.

Îòñþäà ñëåäóåò, ÷òî2∥∥∥∥∑
i∈O

|δ>ξi|1/2
∥∥∥∥
L2

≤ (nε)3/4‖δ‖1/2L2
‖ξO‖

1/2
L2

= O
(
(nε)3/4(ε1/2p1/4)((nε)1/4 + p1/4)

)
= O

(
nεp1/4 + (nε)3/4

√
εp
)
.

Ìîæíî ïîêàçàòü, ÷òî

E[(λ2 − ‖ξi‖22)+]) .
√
p log ε−1 + log ε−1 .

√
p log ε−1

Èñïîëüçóÿ íåðàâåíñòâî òðåóãîëüíèêà äëÿ L2 íîðìû, ïîëó÷àåì

‖T3(n)‖L2
≤ 1

n

∑
i∈O

‖θi1(si = 1)‖L2

. ε(‖δ‖L2
+ 1) + εp1/4 log1/2 ε−1 + εp1/4 + ε5/4p1/2n−1/4

. εp1/4 log1/2 ε−1 + εp1/4 + ε5/4p1/4.

Ïîñêîëüêó εn = o(1) è εnp
1/4
n log1/2 ε−1n = o(1), ïîëó÷àåì, ÷òî ‖T3(n)‖L2

= o(1) è

äîêàçàòåëüñòâî òåîðåìû ñëåäóåò. �

Abstract. In this work we introduce the notion of the excess risk in the setup of

estimation of the Gaussian mean when the observations are corrupted by outliers. It is

known that the sample mean loses its good properties in the presence of outliers [5, 6].

In addition, even the sample median is not minimax-rate-optimal in the multivariate

setting. The optimal rate of the minimax risk in this setting was established by [1].

However, even these minimax-rate-optimality results do not quantify how fast the

risk in the contaminated model approaches the risk in the uncontaminated model

when the rate of contamination goes to zero. The present paper does a �rst step in

�lling this gap by showing that the group hard thresholding estimator has an excess

risk that goes to zero when the corruption rate approaches zero.

2Äëÿ ïðîñòîòû ìû ðàññìàòðèâàåì ñëó÷àé êîãäà n−1/2 . εn.

73



À. Ã. ÌÈÍÀÑßÍ

Ñïèñîê ëèòåðàòóðû

[1] M. Chen, C. Gao and Z. Ren, �A general decision theory for Huber's ε-contamination model�,
Electron. J. Statist., 10:3752�3774 (2016).

[2] M. Chen, C. Gao and Z. Ren, �Robust covariance and scatter matrix estimation under Huber's
contamination model�, Annals of Statistics, 46(5), 1932 � 1960 (2018).

[3] Y. Cheng, I. Diakonikolas and R. Ge, �High-dimensional robust mean estimation in nearly-
optimal time�, arXiv:1811.09380 (2018).

[4] O. Collier and A. S. Dalalyan, �Rate-optimal estimation of p-dimensional linear functionals in a
sparse gaussian model�, Electron. J. Statist., 13(2), 2830 � 2864 (2019).

[5] P. J. Huber, �Robust estimation of a location parameter�, The annals of mathematical statistics,
35(1), 73 � 101 (1964).

[6] P. J. Huber, �A robust version of the probability ratio test�, The annals of mathematical statistics,
36 (6), no. 1, 753 � 758 (1965).

Ïîñòóïèëà 14 íîÿáðÿ 2019

Ïîñëå äîðàáîòêè 19 ÿíâàðÿ 2020

Ïðèíÿòà ê ïóáëèêàöèè 06 ôåâðàëÿ 2020

74





A. MIR, M. IBRAHIM SHEIKH

Inequality (1.3) was conjectured by Erd�os and later proved by Lax [8], where as

inequality (1.4) was proved by Ankeny and Rivlin [1], for which they made use of

(1.3).

Inequality (1.1) can be seen as a special case of the following inequality which is

also due to Bernstein [3].

Theorem A. Let F ∈ Pn, having all its zeros in |z| ≤ 1 and f(z) be a polynomial

of degree at most n. If |f(z)| ≤ |F (z)| for |z| = 1, then for |z| ≥ 1, we have∣∣f ′(z)∣∣ ≤ ∣∣F ′(z)∣∣.(1.5)

Equality holds in (1.5) for f(z) = eiηF (z), η ∈ R.
Inequality (1.1) can be obtained from inequality (1.5) by taking F (z) =Mzn, where

M = max
|z|=1
|f(z)|. In the same way, inequality (1.2) follows from a result which is a

special case of Bernstein-Walsh lemma ([10], Corollary 12.1.3).

Theorem B. Let F ∈ Pn, having all its zeros in |z| ≤ 1 and f(z) be a polynomial

of degree at most n. If |f(z)| ≤ |F (z)| for |z| = 1, then∣∣f(z)∣∣ < ∣∣F (z)∣∣, for |z| > 1,

unless f(z) = eiηF (z) for some η ∈ R.
In 2011, Govil et al. [5] proved a more general result which provides a compact

generalization of inequalities (1.1), (1.2), (1.3) and (1.4) and includes Theorem A

and Theorem B as special cases. In fact, they proved that if f(z) and F (z) are as

in Theorem A, then for any β with |β| ≤ 1 and R ≥ r ≥ 1, we have∣∣f(Rz)− βf(rz)∣∣ ≤ ∣∣F (Rz)− βF (rz)∣∣, for |z| ≥ 1.(1.6)

Further, as a generalization of (1.6), Liman et al. [6] in the same year 2011 and

under the same hypothesis as in Theorem A, proved that∣∣∣f(Rz)− βf(rz) + γ
{(R+ 1

r + 1

)n
− |β|

}
f(rz)

∣∣∣
≤
∣∣∣F (Rz)− βF (rz) + γ

{(R+ 1

r + 1

)n
− |β|

}
F (rz)

∣∣∣,(1.7)

for every β, γ ∈ C with |β| ≤ 1, |γ| ≤ 1 and R > r ≥ 1.

For f ∈ Pn, the polar derivative Dαf(z) of f(z) with respect to the point α is

de�ned as

Dαf(z) := nf(z) + (α− z)f ′(z).

Note that Dαf(z) is a polynomial of degree at most n−1. This is the so-called polar

derivative of f(z) with respect to α (see [9]). It generalizes the ordinary derivative

in the following sense:

lim
α→∞

{
Dαf(z)

α

}
:= f ′(z),
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uniformly with respect to z for |z| ≤ R,R > 0.

Recently, Liman et al. [7] besides proving some other results also proved the following

generalization of (1.6) to the polar derivative Dαf(z) of a polynomial f(z) with

respect to α, |α| ≥ 1.

Theorem C. Let F ∈ Pn, having all its zeros in |z| ≤ 1 and f(z) be a polynomial

of degree m(≤ n) such that |f(z)| ≤ |F (z)| for |z| = 1. If α, β, γ ∈ C be such that

|α| ≥ 1, |β| ≤ 1 and |λ| < 1, then for R > r ≥ 1 and |z| ≥ 1, we have∣∣∣z[(n−m)

{
f(Rz)− βf(rz)

}
+Dαf(Rz)− βDαf(rz)

]
+
nλ

2
(|α| − 1)

{
f(Rz)− βf(rz)

}∣∣∣
≤
∣∣∣∣z{DαF (Rz)− βDαF (rz)

}
+
nλ

2
(|α| − 1)

{
F (Rz)− βF (rz)

}∣∣∣.(1.8)

Equality holds in (1.8) for f(z) = eiηF (z), η ∈ R.
While making an attempt towards the generalization of the above inequalities,

the authors found that there is a room for the generalization of (1.6) to the

polar derivative of a polynomial which in turn induces inequalities towards more

generalized form. The essence in the papers by Liman et al. [7] and Govil et al. [5]

is the origin of thought for the new inequalities presented in this paper.

2. Main results

The main aim of this paper is to obtain some more general results for the

maximal modulus of the polar derivative of a polynomial under certain constraints

on |z| and on the functions considered. We �rst prove the following generalization

of inequalities (1.6) and (1.7) and of Theorem C.

Theorem 2.1. Let F ∈ Pn, having all its zeros in |z| ≤ 1 and f(z) be a polynomial

of degree m(≤ n) such that∣∣f(z)∣∣ ≤ |F (z)|, for |z| = 1.

If α, β, γ, λ ∈ C be such that |α| ≥ 1, |β| ≤ 1, |γ| ≤ 1 and |λ| < 1, then for R > r ≥ 1

and |z| ≥ 1, we have∣∣∣z[(n−m)
{
f(Rz) + ψf(rz)

}
+Dαf(Rz) + ψDαf(rz)

]
+
nλ

2
(|α| − 1)

{
f(Rz) + ψf(rz)

}∣∣∣
≤
∣∣∣z{DαF (Rz) + ψDαF (rz)

}
+
nλ

2
(|α| − 1)

{
F (Rz) + ψF (rz)

}∣∣∣,(2.1)
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where

ψ = ψ(R, r, β, γ) = γ

{(R+ 1

r + 1

)n
− |β|

}
− β.

The result is sharp and equality in (2.1) holds for f(z) = eiηF (z), η ∈ R.

The following result immediately follows from Theorem 2.1.

Corollary 2.1. If f ∈ Pn, and f(z) does not vanish in |z| < 1, then for every

α, β, γ, λ ∈ C such that |α| ≥ 1, |β| ≤ 1, |γ| ≤ 1 and |λ| < 1, we have for R > r ≥ 1

and |z| ≥ 1,∣∣∣z{Dαf(Rz) + ψDαf(rz)
}
+
nλ

2
(|α| − 1)

{
f(Rz) + ψf(rz)

}∣∣∣
≤
∣∣∣z{DαQ(Rz) + ψDαQ(rz)

}
+
nλ

2
(|α| − 1)

{
Q(Rz) + ψQ(rz)

}∣∣∣,(2.2)

where Q(z) = znf( 1
z̄ ).

Equality holds in (2.2) for f(z) = eiηQ(z), η ∈ R. Taking λ = 0 in Corollary 2.1,

we get the following result.

Corollary 2.2. If f ∈ Pn, and f(z) 6= 0 in |z| < 1, then for every |α| ≥ 1, |β| ≤
1, |γ| ≤ 1, R > r ≥ 1 and |z| ≥ 1,∣∣∣Dαf(Rz)− βDαf(rz) + γ

((R+ 1

r + 1

)n
− |β|

)
Dαf(rz)

∣∣∣
≤
∣∣∣DαQ(Rz)− βDαQ(rz) + γ

((R+ 1

r + 1

)n
− |β|

)
DαQ(rz)

∣∣∣,(2.3)

where Q(z) = znf( 1
z̄ ).

Inequality (2.3) should be compared with a result of Liman, Mohapatra and

Shah ([6], Lemma 2.3), where f(z) is replaced by Dαf(z), |α| ≥ 1.

Taking r = 1 in Corollary 2.2, we get the following generalization of a result due

to Aziz and Rather [2].

Corollary 2.3. If f ∈ Pn, and f(z) does not vanish in |z| < 1, then for every

α, β, γ ∈ C with |α| ≥ 1, |β| ≤ 1 and R > 1,∣∣∣Dαf(Rz)− βDαf(z) + γ
((R+ 1

2

)n
− |β|

)
Dαf(z)

∣∣∣
≤
∣∣∣DαQ(Rz)− βDαQ(z) + γ

((R+ 1

2

)n
− |β|

)
DαQ(z)

∣∣∣, for |z| ≥ 1,

where Q(z) = znP ( 1
z̄ ).

If we take β = 0 in Theorem 2.1, we get the following.
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Corollary 2.4. Let F ∈ Pn, having all zeros in |z| ≤ 1 and f(z) be a polynomial

of degree m(≤ n) such that∣∣f(z)∣∣ ≤ ∣∣F (z)∣∣, for |z| = 1.

If α, γ, λ ∈ C be such that |α| ≥ 1, |γ| ≤ 1 and |λ| < 1, then for R > r ≥ 1 and

|z| ≥ 1, we have∣∣∣z[(n−m)
{
f(Rz) + γ

(R+ 1

r + 1

)n
f(rz)

}
+Dαf(Rz) + γ

(R+ 1

r + 1

)n
Dαf(rz)

]
+
nλ

2
(|α| − 1)

{
f(Rz) + γ

(R+ 1

r + 1

)n
f(rz)

}∣∣∣
≤
∣∣∣z{DαF (Rz) + γ

(R+ 1

r + 1

)n
DαF (rz)

}
+
nλ

2
(|α| − 1)

{
F (Rz) +

(R+ 1

r + 1

)n
F (rz)

}∣∣∣.
(2.4)

Equality holds in (2.4) for f(z) = eiηF (z), η ∈ R.

Remark 1.1. For γ = 0, Corollary 2.4 reduces to Theorem C.

Theorem 2.2. Let F ∈ Pn, having all its zeros in |z| ≤ 1 and f(z) be a polynomial

of degree m(≤ n) such that∣∣f(z)∣∣ ≤ |F (z)|, for |z| = 1.

If α, β, γ, λ ∈ C be such that |α| ≥ 1, |β| ≤ 1 and |γ| ≤ 1, then for R > r ≥ 1 and

|z| ≥ 1, we have∣∣∣z[(n−m)
{
f(Rz) + ψf(rz)

}
+Dαf(Rz) + ψDαf(rz)

]∣∣∣
+
n

2
(|α| − 1)

∣∣F (Rz) + ψF (rz)
∣∣

≤
∣∣∣z{DαF (Rz) + ψDαF (rz)

}∣∣∣+ n

2
(|α| − 1)

∣∣f(Rz) + ψf(rz)
∣∣,(2.5)

where ψ is de�ned in Theorem 2.1.

Equality holds in (2.5) for f(z) = eiηF (z), η ∈ R.
From Theorem 2.2, we have the following:

Corollary 2.5. If f ∈ Pn, and f(z) does not vanish in |z| < 1, then for every

α, β, γ, λ ∈ C with |α| ≥ 1, |β| ≤ 1, |γ| ≤ 1, we have for R > r ≥ 1, and |z| ≥ 1,∣∣∣z{Dαf(Rz) + ψDαf(rz)
}∣∣∣+ n

2
(|α| − 1)

∣∣Q(Rz) + ψQ(rz)
∣∣

≤
∣∣∣z{DαQ(Rz) + ψDαQ(rz)

}∣∣∣+ n

2
(|α| − 1)

∣∣f(Rz) + ψf(rz)
∣∣,

where Q(z) = znf( 1
z̄ ). and ψ is de�ned in Theorem 2.1.

Remark 1.2. For γ = 0, Corollary 2.5 reduces to a result of Liman et al. [7].
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3. Lemmas

We need the following lemmas to prove our theorems. The �rst lemma is due to

Liman, Mohapatra and Shah [6].

Lemma 3.1. Let f ∈ Pn, having all its zeros in |z| ≤ 1, then for every R > r ≥ 1,∣∣f(Rz)∣∣ > (R+ 1

r + 1

)n∣∣f(rz)∣∣, for |z| = 1.

Lemma 3.2. Let f ∈ Pn, having all its zeros in |z| ≤ 1, then for every α with

|α| ≥ 1,

2
∣∣zDαf(z)

∣∣ ≥ n(|α| − 1)
∣∣f(z)∣∣, for |z| = 1.

The above lemma is due to Shah [12].

Lemma 3.3. Let f ∈ Pn, having all its zeros in |z| ≤ k, then for |α| ≥ k, the polar

derivative

Dαf(z) := nf(z) + (α− z)f ′(z),

of f(z) at the point α also has all its zeros in |z| ≤ k.

The above lemma is due to Laguerre ([9], p.49).

4. Proofs of theorems

Proof of Theorem 2.1. If F (z) has a zero on |z| = 1, then the result is obvious,

so we assume that F (z) has no zeros on |z| = 1. Since |f(z)| ≤ |F (z)| for |z| = 1,

therefore, for every δ ∈ C with |δ| > 1, we have |f(z)| < |δF (z)|, for |z| = 1. Also

all the zeros of F (z) lie in |z| < 1, it follows by Rouche's theorem that all the zeros

of g(z) = f(z)− δF (z) lie in |z| < 1. Now by Lemma 3.1, we have in particular

|g(rz)| < |g(Rz)|, for |z| = 1 and R > r ≥ 1.

Since g(Rz) has all its zeros in |z| ≤ 1
R < 1, a direct application of Rouche's theorem

shows that the polynomial g(Rz)−βg(rz) has all its zeros in |z| < 1 for every β ∈ C
with |β| ≤ 1. Again by using Lemma 3.1, we have∣∣g(Rz)− βg(rz)∣∣ ≥ ∣∣g(Rz)∣∣− |β|∣∣g(rz)∣∣

>

{(R+ 1

r + 1

)n
− |β|

}∣∣g(rz)∣∣,
for |z| = 1 and R > r ≥ 1.
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That is {(R+ 1

r + 1

)n
− |β|

}∣∣g(rz)∣∣ < ∣∣g(Rz)− βg(rz)∣∣,
for |z| = 1 and R > r ≥ 1.

If γ is any complex number with |γ| ≤ 1, then it follows by Rouche's theorem that

all the zeros of T (z) := g(Rz)− βg(rz) + γ

{(
R+1
r+1

)n
− |β|

}
g(rz)

lie in |z| < 1. Using Lemma 3.2, we get for every α ∈ C with |α| ≥ 1 and |z| = 1,

2
∣∣zDαT (z)

∣∣ ≥ n(|α| − 1)
∣∣T (z)∣∣.

Hence for any complex number λ with |λ| < 1, we have for |z| = 1,

2
∣∣zDαT (z)

∣∣ > n|λ|(|α| − 1)
∣∣T (z)∣∣.

Therefore, it follows by Lemma 3.3, that all the zeros of

W (z) := 2zDαT (z) + nλ(|α| − 1)T (z)

= 2zDαg(Rz) + 2zψDαg(rz) + nλ
(
|α| − 1

)(
g(Rz) + ψg(rz)

)
(4.1)

lie in |z| < 1.

Replacing g(z) by f(z)− δF (z) and using de�nition of polar derivative gives

W (z) = 2z

[
n
{
f(Rz)− δF (Rz)

}
+ (α−Rz)

{
f(Rz)− δF (Rz)

}′]
+ 2zψ

[
n
{
f(rz)− δF (rz)

}
+ (α− rz)

{
f(rz)− δF (rz)

}′]
+ nλ(|α| − 1)

{
f(Rz)− δF (Rz)

}
+ nλψ(|α| − 1)

{
f(rz)− δF (rz)

}
,

which on simpli�cation gives

W (z) = 2z

[
(n−m)f(Rz) +mf(Rz) + (α−Rz)

(
f(Rz)

)′ − δ{nF (rz) + (α− rz)
(
F (Rz)

)′}]
+ 2zψ

[
(n−m)f(rz) +mf(rz) + (α− rz)

(
f(rz)

)′ − δ{nF (rz) + (α− rz)
(
F (rz)

)′}]
+ nλ(|α| − 1)

{
f(Rz)− δF (Rz)

}
+ nλψ(|α| − 1)

{
f(rz)− δF (rz)

}
= 2z

{
(n−m)f(Rz) +Dαf(Rz)− δDαF (Rz)

}
+ 2zψ

{
(n−m)f(rz) +Dαf(rz)− δDαF (rz)

}
+ nλ(|α| − 1)

{
f(Rz)− δF (Rz)

}
+ nλψ(|α| − 1)

{
f(rz)− δF (rz)

}
= 2z

{
(n−m)f(Rz) + ψ(n−m)f(rz) +Dαf(Rz) + ψDαf(rz)

}
+ nλ(|α| − 1)f(Rz) + nλψ(|α| − 1)f(rz)− δ

{
2zDαF (Rz) + 2zψDαF (rz)

+ nλψ(|α| − 1)F (Rz) + nλψ(|α| − 1)f(rz)
}
.

(4.2)
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Since by (4.1), W (z) has all its zeros in |z| < 1, therefore, by (4.2), we get for

|z| ≥ 1,∣∣∣∣z[(n−m)
{
f(Rz) + ψf(rz)

}
+Dαf(Rz) + ψDαf(rz)

]
+
nλ

2
(|α| − 1)

{
f(Rz) + ψf(rz)

}∣∣∣∣
≤
∣∣∣∣z{DαF (Rz) + ψDαF (rz)

}
+
nλ

2
(|α| − 1)

{
F (Rz) + ψF (rz)

}∣∣∣∣.
(4.3)

To see that the inequality (4.3) holds, note that if the inequality (4.3) is not true,

then there is a point z = z0 with |z0| ≥ 1, such that∣∣∣∣z0

[
(n−m)A+Dαf(Rz0) + ψDαf(rz0)

]
+
nλ

2
(|α| − 1)A

∣∣∣∣
>

∣∣∣∣z0

{
DαF (Rz0) + ψDαF (rz0)

}
+
nλ

2
(|α| − 1)

{
F (Rz0) + ψF (rz0)

}∣∣∣∣,(4.4)

where A = f(Rz0) + ψf(rz0). Now, because by hypothesis all the zeros of F (z) lie

in |z| ≤ 1, the polynomial F (Rz) has all its zeros in |z| ≤ 1
R < 1, and therefore,

if we use Rouche's theorem and Lemmas 3.1 and 3.3 and argument similar to the

above, we will get that all the zeros of

z
(
DαF (Rz) + ψDαF (rz)

)
+
nλ

2
(|α| − 1)

{
F (Rz) + ψF (rz)

}
lie in |z| < 1 for every |α| ≥ 1, |λ| < 1 and R > r ≥ 1, that is

z
(
DαF (Rz0) + ψDαF (rz0)

)
+
nλ

2
(|α| − 1)

{
F (Rz0) + ψF (rz0)

}
6= 0

for every z0 with |z0| ≥ 1.

Therefore, if we take

δ =

z0

[
(n−m)A+Dαf(Rz0) + ψDαf(rz0)

]
+ nλ

2 (|α| − 1)A

z0

(
DαF (Rz0) + ψDαF (rz0)

)
+ nλ

2 (|α| − 1)
{
F (Rz0) + ψF (rz0)

} ,
then δ is a well-de�ned real or complex number, and in view of (4.4) we also have

|δ| > 1. Hence, with the choice of δ, we get from (4.2) that W (z0) = 0 for some

z0, satisfying |z0| ≥ 1, which is clearly a contradiction to the fact that all the zeros

of W (z) lie in |z| < 1. Thus for every R > r ≥ 1, |α| ≥ 1, |λ| < 1 and |z| ≥ 1,

inequality (4.3) holds and this completes the proof of

Theorem 1.1.

Proof of Corollary 2.1. Since the polynomial f(z) does not vanish in |z| < 1,

therefore, all the zeros of the polynomial Q(z) = znf( 1
z̄ ) ∈ Pn, lie in |z| ≤ 1 and

|f(z)| = |Q(z)| for |z| = 1. Applying Theorem 1.1 with F (z) replaced by Q(z), the

result follows.
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Proof of Theorem 2.2. Since all the zeros of F (z) lie in |z| ≤ 1, for R > r ≥
1, |β| ≤ 1, |γ| ≤ 1, it follows as in the proof of Theorem 2.1, that all the zeros of

h(z) = F (Rz)− βF (rz) + γ

{(
R+ 1

r + 1

)n
− |β|

}
F (rz) = F (Rz) + ψF (rz)

lie in |z| ≤ 1. Hence by Lemma 3.2, we get for |α| ≥ 1,

2
∣∣zDαh(z)

∣∣ ≥ n(|α| − 1)
∣∣h(z)∣∣, for |z| ≥ 1.

This gives for every λ with |λ| < 1 and for |z| ≥ 1

(4.5)

∣∣∣∣z{DαF (Rz) + ψDαF (rz)
}∣∣∣∣− n|λ|

2
(|α| − 1)

∣∣F (Rz) + ψF (rz)
∣∣ ≥ 0.

Therefore, it is possible to choose the argument of λ in the right hand side of (4.3)

such that for |z| ≥ 1,∣∣∣∣z{DαF (Rz) + ψDαF (rz)
}
+
nλ

2
(|α| − 1)

{
F (Rz) + ψF (rz)

}∣∣∣∣
=

∣∣∣∣z{DαF (Rz) + ψDαF (rz)
}∣∣∣∣− n|λ|

2
(|α| − 1)

∣∣∣F (Rz) + ψF (rz)
∣∣∣.(4.6)

Hence from (4.3), we get by using (4.6) for |z| ≥ 1,∣∣∣∣z[(n−m)

{
f(Rz) + ψf(rz)

}
+Dαf(Rz) + ψDαf(rz)

]∣∣∣∣
− n|λ|

2
(|α| − 1)

∣∣f(Rz) + ψf(rz)
∣∣

≤
∣∣∣∣z{DαF (Rz) + ψDαF (rz)

}∣∣∣∣− n|λ|
2

(|α| − 1)
∣∣F (Rz) + ψF (rz)

∣∣.(4.7)

Letting |λ| → 1 in (4.7), we immediately get (2.5) and this completes proof of

Theorem 2.2 completely.

Proof of Corollary 2.5. By hypothesis, the polynomial f(z) has all its zeros

in |z| ≥ 1, therefore, all the zeros of the polynomial Q(z) = znf( 1
z̄ ) ∈ Pn, lie in

|z| ≤ 1 and |f(z)| = |Q(z)| for |z| = 1. Applying Theorem 2.2 with F (z) replaced

by Q(z), the result follows.
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Carleson's theorem ([1]) ensures that the u.s. sequences are the interpolating ones

for H∞ (it means that given any Λ ∈ l∞, there is f ∈ H∞ such that f(zn) = λn

for all n).

First, we bring up two types of interpolating sequences for Lip.

De�nition 1.1. Z is called an interpolating sequence for Lip if given any sequence

(ωn) satisfying

(1.1) sup
i 6=j

|ωi − ωj |
|zi − zj |

<∞,

there exists f ∈ Lip such that f(zn) = ωn for all n.

De�nition 1.2. Z is called a double interpolating sequence for Lip if given any

sequences (ωn) satisfying (1.1) and (λn) ∈ l∞, there exists f ∈ Lip such that

f(zn) = ωn and f ′(zn) = λn for all n.

Both types are characterized in the following two Theorems, but only when the

sequence Z is in a Stolz angle, that is, when for some ζ ∈ ∂D and 1 < µ <∞,

|zn − ζ| < µ (1− |zn|), n ∈ N.

For example, the radial sequence (1−2−n) satis�es the Blaschke condition, is (1/2)-

contractive and lies in a Stolz angle (ζ = 1).

Theorem 1.1. ([2], [3]). A sequence Z in a Stolz angle is interpolating for Lip if

and only if Z is the union of two u.s. sequences.

Theorem 1.2. ([3]). A sequence Z in a Stolz angle is double interpolating for Lip

if and only if Z is u.s.

The interpolation by Lipschitz functions for a closed set in D has also been

studied (see [4]).

Our purpose is to introduce some new types of interpolating sequences for Lip.

For that, we modify the above De�nitions for the case that a recursive relationship

of the interpolating function in two consecutive points of the sequence is required.

On the other hand, we impose a rather natural ligature between the interpolating

function and its derivative, also adding a recursive relationship for the derivative.

We are interested in knowing if doing this, we have to restrict ourselves to some sort

of sequences to obtain the same results as if recursion is not considered. Recursive

interpolating sequences for the space H∞ have already been addressed in [5], and

in this note, we check the e�ect of introducing recursion in a space of functions that

are regular up to the boundary of the disk.

Speci�cally, we introduce the following sequences.
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De�nition 1.3. We say that Z is a recursive interpolating sequence for Lip if

given any α ∈ C and Λ = (λn) ∈ l∞, there exists f ∈ Lip such that f(z1) = α and

recursively, for each n ∈ N,

(1.2)
f(zn+1)− f(zn)

zn+1 − zn
= λn.

Note that all quotients in (1.2) are bounded, because f ∈ Lip.

De�nition 1.4. If we include f ′(zn) = λn in De�nition 1.3, we say that Z is a

double and recursive interpolating sequence for Lip.

In this De�nition, the requirement for the derivative is added to relate its value

in a point to a di�erence quotient of the function in that point. Finally, taking into

account that if g ∈ H∞, then

|g(z)− g(w)| ≤ c |τ(z, w)|

for a constant c > 0, we can state:

De�nition 1.5. We say that Z is an interpolating sequence in a general sense for

Lip if given any α, β, η ∈ C, there exists f ∈ Lip such that f(z1) = α, f ′(z1) = β

and, recursively, for each n ∈ N,

(1.3)

f ′(zn) =
f(zn+1)− f(zn)

zn+1 − zn
f ′(zn+1) = f ′(zn) + η τ(zn, zn+1)

Note that these two equalities can be interpreted as a certain system of recurrence

equations. The next section is devoted to examining these types of interpolating

sequences.

2. Statement and proof of results

We will use the following two Lemmas.

Lemma 2.1. ([3]). If a function f ∈ Lip vanishes on a sequence Z, then for each

m ∈ N,

|f(z)| ≤Mf |z − zm| |Bm(z)|.

Lemma 2.2. If Z is a k-contractive sequence and k ≤ k0 < 1/2, then given any

integer p ≥ 2,

|zm+1 − zm| ≤ K0 |zm+p − zm|, m ∈ N,

where K0 = (1− k0)/(1− 2k0 + kp0).
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Proof. By the triangle inequality and since Z is k-contractive,

|zm+1 − zm| ≤ |zm+p − zm|+ |zm+p − zm+p−1|+ · · ·+ |zm+2 − zm+1|

≤ |zm+p − zm|+ (kp−1 + · · ·+ k)|zm+1 − zm|.

Since k ≤ k0 < 1/2, then kp−1 + · · ·+ k ≤ kp−10 + · · ·+ k0 < 1, and

|zm+1 − zm| ≤
1

1− (kp−10 + · · ·+ k0)
|zm+p − zm| = K0 |zm+p − zm|.

The proof is complete. �

Our results are the following ones.

Theorem 2.1. Let Z be a sequence in a Stolz angle and k-contractive for some

k ≤ k0 < 1/2. Then, Z is recursive interpolating for Lip if and only if Z is the

union of two u.s. sequences.

Proof. Suppose that Z is recursive interpolating for Lip. Take α = 0 and for a

�xed m ∈ N, let Λ be de�ned by: λm =
zm+2 − zm+1

zm+1 − zm
, λm+1 = −1 and λn = 0,

otherwise. Because Z is k-contractive, we have |λm| ≤ k and then, ‖Λ‖∞ = 1. Since

the operator given by the quotient on the left in (1.2) is linear and surjective, by

the open mapping theorem there is a function fm ∈ Lip and a constant c > 0 such

that Mfm ≤ c ‖Λ‖∞ = c. We have fm(zm) = zm+1 − zm and fm(zn) = 0, if n 6= m.

Applying Lemma 2.1 to Z \ {zm},

|fm(z)| ≤ c |z − zm+1| |Bm,m+1(z)|,

and evaluating at zm,

|zm+1 − zm| = |fm(zm)| ≤ c |zm − zm+1| |Bm,m+1(zm)|,

that is,

(2.1) |Bm,m+1(zm)| ≥ c.

This condition (2.1) implies that Z is the union of two u.s. sequences (see [6], p.

1202).

Reciprocally, to meet the requirement in (1.2) we look for f verifying f(zn) = γn,

where γ1 = α and for each n ≥ 2,

γn = α+ λ1(z2 − z1) + · · ·+ λn−1(zn − zn−1).

Suppose i > j. Taking into account that Z is k-contractive,

|γi − γj | = |λj(zj+1 − zj) + · · ·+ λi−1(zi − zi−1)|

≤ ‖Λ‖∞ (|zj+1 − zj |+ · · ·+ |zi − zi−1|)

≤ ‖Λ‖∞ (1 + k + · · ·+ ki−j−1) |zj+1 − zj |.
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If i > j + 1, then by Lemma 2.2,

|γi − γj | ≤ ‖Λ‖∞
1− ki−j0

1− 2k0 + ki−j0

|zi − zj |.

The existence of the desired interpolating function f follows from Theorem 1.1. �

Theorem 2.2. Let Z be a sequence in a Stolz angle and k-contractive for some

k ≤ k0 < 1/2. Then, Z is double and recursive interpolating for Lip if and only if

Z is u.s.

Proof. The necessity for the sequence Z to be u.s. is a consequence of the

requirement that the function f ′ in H∞ must interpolate the sequence Λ in l∞

(Carleson's theorem). As for su�ciency, take (λn) ∈ l∞. By Theorem 2.1, there is

g ∈ Lip verifying (1.2). It is proved in [3] that if Z in a Stolz angle is u.s., then

given any sequence (αn) ∈ l∞, there is a function h ∈ Lip such that h(zn) = 0

and h′(zn) = αn for all n. Taking αn = λn − g′(zn), it follows that the function

f = g + h performs (1.2) and f ′(zn) = λn for all n. �

Theorem 2.3. If Z is a sequence in a Stolz angle and k-contractive for some

k ≤ k0 < 1/2, it veri�es the condition

(2.2)
∑
n

|τ(zn, zn+1)| <∞

and is u.s., then Z is interpolating in a general sense for Lip.

Proof. Equivalently, instead of looking for a function f ∈ Lip that veri�es (1.3),
we look for it so that f(zn) = γn and f ′(zn) = γ′n, where

γ1 = α, γ2 = α+ β(z2 − z1),

γn = α+ β(zn − z1) + η

n∑
l=3

(
l−2∑
m=1

τ(zm, zm+1)

)
(zl − zl−1), n ≥ 3;

γ′1 = β, γ′n = β + η

n−1∑
l=1

τ(zl, zl+1), n ≥ 2.

Suppose i > j. By (2.2), there is a constant c > 0 such that

|γi − γj | ≤ |β| |zi − zj |+ η

i∑
l=j+1

(
l−2∑
m=1

|τ(zm, zm+1)|

)
|zl − zl−1|

≤ |β| |zi − zj |+ c η

i∑
l=j+1

|zl − zl−1|

As in the proof of Theorem 2.1, if i > j + 1, then

|γi − γj | ≤

(
|β|+ c η

1− ki−j0

1− 2k0 + ki−j0

)
|zi − zj |.
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On the other hand, (γ′n) ∈ l∞ by (2.2). So, the existence of the interpolating

function f follows now from Theorem 1.2. �

The sequence (1− 2−n) is also an example for the condition (2.2).
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