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With the development of Deep learning, neural networks have become very
popular. But nowadays neural networks which are being used are based on
standard approach of Statistics. The main purpose of this work is to present
Bayesian approach, highlight the main differences between Bayesian and
frequentist approaches, their principles. The problem was set to show in which
cases Bayesian neural networks can be more preferable.

The purpose was achieved through the following stages. The main steps of
neural networks are presented. After it the fundaments of Bayesian approach are
described. As Bayesian approach is a common concept, not just an inference used
in neural networks, initially author speaks about this approach generally and then
tells about its usage in neural networks. After that the main advantages and
limitations of Bayesian networks in Deep learning are spoken about: which
problems they can solve.

The main conclusion of this paper is that Bayesian approach could be used
to avoid overfitting. However, it is essential to understand the specific conditions
under which Bayesian neural networks are preferable.

Keywords: Deep learning, Machine learning, Bayesian and standard (frequentist)
approaches, neural network, loss function, activation function, overfitting, prior
distribution, likelihood, posterior distribution.

INTRODUCTION

Nowadays a huge amount of data is being accumulated in different areas of the
economy. And it is important for business managers to use the data about their
companies effectively. This is one of the reasons why Deep learning algorithms have
been developed. One of the most popular Deep learning algorithms are neural networks.
In 1943 neurophysiologist Warren McCulloch and mathematician Walter Pitts introduced
the first artificial neural networks. The logic behind these neurons was like the neurons of
the human brain. Neurons get the information in the form of signals from the other
neurons and then produce their own signals. (Geron 277-278) In the case of artificial
neural networks (ANN) they get the data as input and then recycle these data and
transfer it to the next layer of network. So, this simple logic has led to the development of
neural networks with their many variations. Firstly, neural networks were introduced in the
standard or frequentist approach of statistics. But in the late 1990s, with the development
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of Bayesian inference, this approach also started to find its applications in neural
networks. Standard and Bayesian approaches provide the main principles used in
statistical analysis, Deep learning, and Machine Learning. Depending on the size of the
dataset, our prior knowledge, the main purpose of our analysis and other factors, one of
frequentist and Bayesian approaches will provide better and more accurate results. The
main differences of those methods in Deep learning will be discussed afterwards in this
paper.

NEURAL NETWORKS

Neural networks help us to model both linear and non-linear connections between
variables. Although linear models are simple and comparatively easy to estimate, the
relationships between real-world data are non-linear. That is why neural networks have
more applications. As we have already mentioned earlier, neurons get input data and
after processing it, return prediction results. Neural networks contain layers of neurons.
The first layer is the input layer, where we input our data to be processed. The last layer
is called output layer which returns model prediction results. Between the input layer and
output layer we have hidden layers for performing computations. Below is the simple
structure of neural network (circles represent data points and are called nodes).

The structure of neural network (Geron 286).

Neural networks are parametric models which help us to approximate the
mapping: X - Y given a dataset D = {x;,y;} c (X,Y) (Back, Keith, 16).
Now let us discuss the main steps of neural networks in a more detailed way.

e The input layer processes the given data and calculates the weighted
sum of the data points: z = x'w + b = wyx; + wyx, + -+ + w,x,,. In this equation
xt is the transposed matrix of data points, w is the vector of initially generated
weights (those weights decide how each layer is connected to its next layer and
usually are randomly generated for the first step), and b is bias (this is not
mandatory). Using this formula in the first layer the activation or step function is
being calculated. The most common step functions are:

0;if z<0

heavside(z) = {1_ if 2> 0
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-1;if z<0
sgn(z) =4 0;if z=10
Lifz>0

e The result of activation function is being transferred to the next layer.
Based on these results the nodes of the next layer are activated. And the process
is repeated until the algorithm reaches the output layer.

¢ This process is called feed forward algorithm. After reaching the output
layer, the loss function (output error) is calculated. For the loss function there also
are many options: the most common one is sum of the squares of the differences
between the actual (y) and predicted (¥) values.

n
L= Z(?i - ¥i)?
-1

e Then comes the backpropagation part of the algorithm. The algorithm
tries to investigate how much each connection of layers contributes to the error
calculated in the previous step. For that gradient of the loss function are being
calculated across all the connections weights.

e Here weights are being updated based on the gradients. As our main
goal is to minimize loss function, weights are updated in a way which minimizes
the error (loss function) of the model (Geron 283-287).

e The process repeats until we reach initially defined threshold of loss
functions or the number of epochs (one pass through the layers is called an
epoch). Epochs’ count and threshold of the loss function are model
hyperparameters, which are being defined by the researcher initially. The desired
value for these hyperparameters may be different based on the purpose of
research.

In this part we have discussed the main principles of neural networks in the
standard approach of statistics. Bayesian inference and its applications in neural
networks will be discussed afterwards.

BAYESIAN INFERENCE AND NEURAL NETWORKS

Bayesian inference is one of two main approaches in statistical analysis. The
main difference between the standard and Bayesian approaches is that in the case of the
standard approach model parameters are unknown but fixed. In Bayesian approach
model parameters are referred as random variables and instead of predicting one value
for each parameter, Bayesian approach gives us an opportunity to get a distribution
function for each of them. It helps us to use our prior knowledge about the model
parameters in the Bayesian model which will lead to better results.

So, in case of Bayesian statistics, having some prior knowledge, we update this
knowledge based on the observed data (Steorts 16-20).

Mathematically, Bayes' rule is the relation between the prior information and the
posterior reallocation of credibility conditional on data.

Bayes’ rule has many different ramifications in statistics: so, this concept is one of
the most important fundaments in statistics. For Bayes’ rule let us recall the main formula
of conditional probability:
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P(A, B)
P(B)

P(A|B) =

The probability of the event A given B is equal to the probability that they happen
together relative to the probability that B happens at all. After some algebraic changes we
obtain:

P(A|B)P(B) = P(A,B)

Then we do the same with the probability of event B given event A. After the same
changes we get:

P(B|A)P(A) = P(A,B)

The right-hand sides of the last two expressions are the same, so we can write:
P(A|B)P(B) = P(B|A)P(4)

Now divide both sides of last equation by P(B):

P(B|AYP(A

p(ajp) = LB Pl(;)( )
_ PBIAPA)
PAIB) =~ 510

In the numerator of the last equation A is a fixed value, whereas in the denominator
A takes all values. This simple equation is the basis of Bayes’ theorem.

Changing events 4 and B in the Bayes’ rule into the data (D) and parameters (6),
we get an equation which corresponds to the Bayesian inference better.

P(D|6)P(6)

S P GIDTICH

The factors in this equation have specific names.

e P(0) - prior, expresses our initial belief about the parameter: the probability of the
parameter value before observing the data.

e P(D|0) - likelihood: the probability that the observed data could be generated with
parameter value equal to 6.

e P(0|D) - posterior: the probability of parameter value 6 considered the observed
data. Shows the probability of getting the parameter value 6 on condition of the observed
data.

e P(D) =Y+ P(D|60*) P(6*) - marginal likelihood: the overall probability of the data
determined by averaging across all possible parameter values weighted by the strength
of belief in those parameter values (Kruschke 274-277) (Brewer 15-16).

e In neural networks in Bayesian analysis, we express our prior beliefs about model
parameters (in this case about network weights) by introducing prior distributions over the
weights of the layers. In the picture below standard (left) and Bayesian (right) neural
networks are shown (Back, Keith 29).
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Difference of two main approaches in neural networks (Back, Keith 29).

THE MAIN ADVANTAGES AND LIMITATIONS OF BAYESIAN APPROACH IN DEEP
LEARNING

Bayesian neural networks are being used in various areas from image recognition
and game development to stock price prediction. In Bayesian inference we use our prior
knowledge (based on experts’ opinion, our initial assumptions, historical data, etc.) to
define prior distribution of parameters.

Bayesian neural networks are valuable for addressing issues in fields with limited
data, helping to avoid overfitting. In Deep learning and Machine learning algorithms the
dataset is divided into 2 parts: training, on which model is trained, and test, on which we
make predictions and test the obtained results. In the case of standard neural networks
model is being trained on the same data for many epochs and “learns” all the main
features of this data that there is a possibility that model will overfit and show low
accuracy on the new data. Overfitting is the issue when the model performs well on
training data set but fails on test data. Although in case of Bayesian neural networks
model trains on the same data many times, here we add out prior knowledge to get
posterior distribution. So, the prediction is not only based on the information coming from
the training data and the risk of overfitting is reduced. If our main goal is making
predictions (and not revealing relationships between variables), overfitting may cause
serious problems.

There are some experiments using Bayesian neural networks. One of them is
filtering junk email. As we know, junk emails are being determined via key words (e.g.,
win, free money). And for this problem the Bayesian approach is quite a workable solution
because for the models where our input variables are words, we need to present them as
numbers (detailed discussion of this method is out of the scope of this work). And usually,
these numbers are sparse. And in that research authors have trained Bayesian neural
networks which have shown 92% accuracy (the model has classified 92% of truly junk
emails as junk) (Sahami, Dumais 58-60).

BNNs are effectively being used in stock price prediction. An experiment was held
for comparing the performance of BNNs and Artificial neural networks. Stocks of 6
companies (Apple, Facebook, Microsoft, J.P. Morgan, Procter & Gamble and Walmart)
were selected for this research. As performance metric, the loss functions were selected.
After prediction, for all 6 companies, the loss function in case of Bayesian neural
networks was less than in case of Standard neural networks (Wang, Qi 225-226).

The main advantages of Bayesian neural networks are:

e They are particularly useful in molecular biology and medical diagnosis, where
data collection is typically expensive and challenging.

¢ BNNs enable you to automatically compute the error associated with your
predictions when handling data with unknown targets.
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e They allow you to estimate uncertainty in predictions, which is a valuable feature
for fields such as medicine (Databricks 2024).

Despite the effectiveness of Bayesian neural networks in some cases, they also
have limitations. Here are some of them:

¢ While they can achieve superior results for numerous tasks, they are exceedingly
challenging to scale to larger problems.

¢ Training speed. As Bayesian neural networks predict distribution and not a single
value, it may take longer to train BNNs.

¢ In some cases, our prior predictions about model parameters’ distributions may
not quietly correspond to reality (for example, due to lack of information). This may result
in a less accurate estimation.

CONCLUSION

Bayesian neural networks help to overcome the problem of overfitting. They can be
used both for regression and classification problems. If we have enough prior information
about the model parameters, for example, their distribution, and our training dataset is not
so big, then Bayesian neural networks are recommended, instead of the standard neural
networks. However, as we have already mentioned, Bayesian neural networks are based
on researcher’s prior knowledge or information. Sometimes this information could be
incomplete and describe our dataset not so accurately. Before applying Bayesian
approach in neural networks, researchers need to be sure that the initial information
which will be applied (in the form of likelihood), describes all the main peculiarities of
model parameters. So, Bayesian neural networks could be particularly useful if applied
correctly.
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funp nunigdwl qupqugdwl hGun JGywntn UG pnuwhu gwlgbpp unwgtb) Gu
pwywywuhlu jwiu yhpwnenipntl: Uwywju JGp opGpnud ogunwignnpdynn UGjpnuwghu
gwugtbpp hhdudwé Gu yhbwlwagpnipjwl unwunwpun Udninbgdwu Ynpw: UgGh 2wwn
JEpinwdnLpgynluubp Ywu unwunwpn, pwl pwjGujwl dninbgdwl Yhpwndwdp: Wu
w2huwwnwuph  hhduwywl  Uwwuwwyu £ UGpYwywgut]  pwjGuwl  Jnunbgnudp,
wnwuduwglb| pwjGujwl W utnwiunwpun UnuinbgnLdutinh hhJuwywu
wnwppGpnLe)nluutnp, npwugnud Yphpwnynn uygpniupubpp: Uwhdwudwd puunhpu Ep
gnug wnwy, _rE np nGwptpnd Ywnpnn GU wybih bwhupuwnpth |hub] pwGuywu UG PNUWHU
gwgtpp:

Lywuwnwyhu hwulbntu oqut G hGunlyw); pwytpp:  LEpYwjwgynud  Bu
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Shduwpwntp® funp  ncungned,  JdGpGUuywlwl  neuncgned,  puybuwl W
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utuwy,  wlyinhduwgdwl  $nLulyghw, qbphwndwnbgnid, Lwhilwlwl  pwpfuncd,
oouwnunwudwuncpyncl, Yyepguwlwl pupfuncd:

BAWECOBCKUI NOAX0oa B HEMPOHHbIX CETAX

HAPE OABTSAH
acrnupaHm kaghedpbi MamemMamu4yecKko20 MoOeupo8aHuUsl 8 3KOHOMUKE
hakynbmema 3KOHOMUKU U MeHedXMeHma
EpesaHckozo eocydapcmeeHHO20 yHU8epcumema,
aHanumuk daHHbIx AeeHmcemea UHOopMayUOHHbIX cucmem ApMeHUU,
e. EpesaH, Pecriybniuka ApmeHusi

C pasBuTMEM YrnNyGneHHoOro o6y4eHUss HEWpOHHble CEeTU CTanM O4YeHb
nonynapHbiMu. OfHAKO MCNOMb3yeMble COBPEMEHHbIE HEWPOHHbIE CETU OCHOBaHbI Ha
CTaHOapTHOM Moaxode CTaTUCTUKM, aHanu3oB B cTaHAapTHOM noaxoae Gonblie, YeM B
©aliecoBCKOM.
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OcHoBHas uenb aaHHoM paboTbl — NpeacTaBUTb BanecoBCKUA NOAXOA, pacckasaTtb
O MMaBHbIX pas3nNMuuax mexgy 6anecoBCKMM M YaCTOTHbIM MOAXOO4AMM, UX MPUHLUMMAX.
Beina noctaBneHa 3agaya nokasaTb, B Kakux criydyasx GanecoBCKME HEWpOHHblE CETU
MOTYT OKa3aTbCsl NPeAnoYTUTENBHEE.

B goctukeHun nocTaBneHHOW Leny Mbl ONMpannck Ha cnegyowue atansl paboTbl
HaJ uccrnegoBaHneM: ObinNy NpeacTaBieHbl OCHOBHbIE 3Tarnbl paboTbl HEMPOHHBIX CETEWN,
[anee onucbiBaloTCa OCHOBbI BamecoBckoro nogxoda. NMockonbKy GamecoBckuii nogxosq
aBnaeTca obuwen KoHuenuuenh, a He NpoCTO METOAOM BbIBOAA, WCMNOMNb3yeMbIM B
HEWPOHHbIX CETSX, TO BO3HMKMNA HEOBXOAMMOCTb CHavana pacckasatb 06 3ToOM nogxone
B o0OleM, a 3aTeM — O €ro NpuMEHeHWN B HENpPOHHbIX ceTax. [danee obcyxparotcs
OCHOBHbIE MpeumyLlecTBa U orpaHudyeHns 6anecoBCKUX ceTeln B rMybokoMm obyyeHun u
TO, Kakve npobrnembl OHM CMOCOOHBLI peLuaTh.

OcCHOBHOW BbIBOA AaHHOIO UCCMEAOBaHWUS 3akmovaeTcs B TOM, YTO BanecoBckui
noaxod MoXeT OblTb MCNOMb30BaH A8 NpeaoTBpaLleHns nepeobyyeHunsi, Ho Heob6xoanmo
YY€eCTb, MpY Kakux ycnoBusix 6anecoBckue HEMPOHHbIE CeTM Bonee NpeanoYTUTENbHbI.

KnroueBble cnoBa: enybokoe obyyeHue, mMawuHHoe obydyeHue, baliecosckul u
cmaHOapmHbIl (4acmomHbili) Mno0xodbl, HeUPOHHas cemb, (ByHKUUS nomepb, hyHKUUS
akmueauyuu, rnepeobyyeHue, anpuopHoe pacnipederneHue, npasdornodobue,
arocmepuopHoe pacrpedernieHue.

194



