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LEARNING METHODOLOGY FOR VALIDATION OF MEMORY BIST
SOLUTIONS VIA A SHARED INTERFACE

Memory built-in self-test (MBIST) continues to have its unique place in IC industry.
It provides test and repair capabilities which significantly increase IC manufacturing yield.

In general, the integration of MBIST solutions in a system on chip (SoC) is done via
automated flows. Possible issues occurring in the flow should not be skipped as it will
degrade the performance of SoC or even may disrupt its functioning. The probability of
issues is increased if the SoC has specific structure adding limitations for MBIST solution
such as testing the memories by shared interface. Dedicated validation environments (VE)
help to overcome these issues.

Validation challenges of the MBIST solution via a shared interface for a specific
case of multi memory bus BIST engines (MMBBE) are discussed, and a solution is proposed.
To avoid the exhaustion increase for the integration scenarios random choices combined
with some exhaustions are done depending on a given feature’s priority. Meantime, it is
mentioned that for big configurations the usage of random values of parameters might bring
to missing some corner cases. Due to that it is recommended to use further some learning
methods for reducing the VE iterations and exhaustion within a given iteration. In all the
cases, a targeted analysis should be done and decisions should be additionally taken to find
out a reasonable number of these iterations.

In this paper, a methodology is proposed to soften the mentioned above exhaustion.
A new algorithm of learning is proposed, and the results of the algorithm application are
adduced which justify its efficiency in reducing the exhaustion.

Keywords: MBIST, test and repair validation, shared interface test, test integration,
SoC test, randomization.

Introduction. The continuous increase in the requirements set to IC
performance creates new challenges for its maintenance for various criteria, in
particular, reliability. Test and repair solutions [1,2] which increase IC reliability,
typically do not meet IC vendors’ specifications. Particularly, the latter do not
accept any modification in the system which brings additional limitations when
inserting a testing infrastructure. In such systems, the testing units are connected to
the shared interface which allows to have access to them, and the test can be
applied through those connections [3]. Considering these, the multi-memory bus
BIST engine (MMBBE) solutions are proposed [4,5] for shared interfaces.
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1. MMBBE structure. To test multiple memory groups, MMBBE uses an
already implemented shared interface (Fig. 1). It consists of common signals which
are necessary to test memories. The type and number of memories and interfaces
may vary depending on SoC specification. Having the description of memories and
interfaces, the proper MMBBE is created.
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Fig. 1. SoC with memories

Each memory group may have different addressing, read/write and sharing
mechanisms. A memory in a group may have its own banks, several ports, and
other features (Fig. 2). As per [6] MMBBE is connected to the group via a bus
which supports pipeline stages, memory latencies, shared connections within a
group, etc.
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Fig. 2. MMBBE to memory group connections
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The integration of the MMBBESs with the described features may have some
mismatches which can cause unacceptable consequences. One covers the system’s
description from test perspective including testing units, i.e., memories. Insufficient
or inappropriate description can lead to wrong implementation of the MMBBE.

To assure that the test solution through the shared interface is properly
implemented, a validation methodology was suggested in [4]. The methodology
tried to solve two problems:

1. find the parameters which describe the system’s important features and
perform exhaustive variations on those values with an expectation to provide a
reasonable coverage;

2. avoid huge variations by selecting random values for the rest of the
parameters.

The methodology has defined the primary parameters which indicate the
existence of some features in the system. For these features, a validation environment
(VE) has been created which allows to create the described above scenarios with
configurable value ranges.

It is mentioned that for big configurations to avoid exhaustion increase,
random values of parameters are used, which might bring to missing some corner
cases. In particular, the MMBBE VE enables iterations both for primary and non-
primary parameters. The variations on parameters whose values are chosen
randomly, can be performed multiple times. To estimate these variations, it is
proposed to use learning for outlining the scope of varied parameters for localization
of failures and for bypass from repeating iterations. That will reduce the VE
iterations, and an exhaustion within a given iteration according to some criteria.

In the next section, the mentioned approach and a learning algorithm for VE
usage are described in detail.

2. The proposed solution. Basically, MMBBE VE iterates through the
primary binary parameter (PBP) values and, for each such specific scenario of
values named further PBP vector, randomly selects acceptable values of the non-
primary parameters.

To represent the VE functionality in more detail, the following variables are
defined:

n — the number of PBPs;

i — iteration index for VE actions;

For each iteration i the following variables are defined:

N; — the number of random variations for a PBP vector;

F;— the number of the observed failures;

ki — the number of essential PBPs with fixed values;

Pi— the percentage of the observed failures.
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After defining othe above variables, the following actions are sequentially
executed using the VE:

1. Assigning the initial value: i=0.

2. Assessing the value and assigning the value to Ni.

3. Generating N;i-2" testcases for simulations using MMBBE VE (k=ki,

4. Performing simulations and determining the F; set.

5. Calculating Pi = Fi/(Ni2"%) -100% (k=ki).

6. Performing essential ordering of parameters and their values via analysis
of PBP vectors that bring to failures during simulations:

o the parameter which occurs with the same value most often in the considered
PBP vectors is named the most essential;

e in the case when the occurrence is similar for more than one parameter or
for two different values of the same parameter, the determination of their ordering
is carried out using other criteria (e.g., via secondary parameter analysis, less time-
consuming during runs, etc.).

7. Increment i.

8. Assessing the k;jvalue as follows; the fixed scenario composed of k; bits of
a PBP vector should yield more than half of the failures from F; and P;i> Pi. If
there are several similar combinations, the greatest is chosen. If all scenario failures
have close values, the exhaustion of all values in iterations is inevitable.

9. Inverting the PBPs which are chosen at iteration i-1, and fixing for the
rest of the iterations.

10. Repeating steps 2-9 until the ki=n.

3. Experimental results. The application of the proposed method is applied
to the SMS MMB processor compiler of Synopsys using MMBBE VE. The 8 PBPs
are described below.

1. Multi interface design. Specifies whether the testcase contains a single or
multiple MBIST interfaces.

2. Multi memory design. Specifies whether the testcase contains an interface
which is connected to the multiple memory instances or not.

3. Repairable design. Specifies the ability to repair at least one memory
instance.

4. Design with latencies. Specifies whether there is a memory instance with
operation latency or not.

5. Design with memory masks. If specified, there is at least one memory
instance which has a data masking port.

6. Design with partially connections. If specified, there is at least one memory
instance whose address/data bits are not fully accessible through MBIST interface.
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7. Design with multi-port memory. Specifies whether there is a memory
with multiple read/write ports or not.

8. Design with multi-bank memory. If specified, there is at least one multi-
bank memory instance.

For the first iteration, No was chosen 50 and 50*28 testcases were generated.
Running these testcases it became clear that Fo=241 (P,=1.88%). Since the
generated cases are numbered, the priority list of failures can be composed
observing these numbers. Considering MMBBE structure, 6 PBPs were fixed to the
values which were most common in failing testcases. The features corresponding to
the first two fixed values were 8" and 5" PBPs as enabled. The rest of the fixed
PBPs had more even distribution, and the adjustment of those was necessary to be
carried out. To highlight the impact of these four fixed values, the previous two
PBPs were inverted. The second iteration was done with N1=3200 to keep the same
number of testcases. As expected, the number of failures increased due to
localization becoming F1=541 (P1=4.22%). For the second iteration, 4", and 6
PBPs with enabled values were common which could be inverted for the third
iteration. The details for all iterations are described in Table.

Table

Validation Environment lterations

Iteration (i) Fixed bits (ki) Testcases (Ni*2(Mk) Failed cases (Fi/P;)
1 0 50*256 241/1.88%
2 6 3200*4 541/4.22%
3 6 1600*4 201/3.14%
4 6 800*4 427/13.34%

For the last two iterations, the number of fixed bits (ksand ks) are the same,
because the combinations give approximately similar failure percentages. After 4"
iteration, corner cases remained which will be manually analyzed.

In fact, each next iteration takes less time and requires less effort to analyze
failures. The proposed method can be used for different number of parameters, and
for each iteration, the reducing scheme may vary depending on system structure
and its representation form.

Conclusion. A validation methodology is proposed for memory test and
repair solutions working with shared interfaces. The steps of the proposed approach
estimate and reduce the number of execution iterations of a validation environment
as follows:

1. dependencies between some elements of the PBP are determined and
exhaustion is performed based on the consideration of these dependencies;
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2. after an estimation of an impact for a given dependence, the specific
values of the PBP corresponding elements which highlighted the consideration of
the dependence are inverted, and a search for new dependencies is initiated,;

3. due to the application of the approach, the number of considered random
test-cases is reduced by 30% on average;

4. the performed experiments have confirmed the efficiency of the proposed
approach.
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U.4. RULUSBUV, U.4. cNkhLNR3UL

NrUNkP3ULINN, UBENTIULULNREBNRL 2ZDTNN, UULSLECE CLYZULARD
YUNNRN09 LVEMYUNNRSIUD PLeLUEGUSUINITUL LORONPULECD
JUdbBrusuuy 2uUuur

Zhonn uwppliph tkpjurnigqué punwynpnudp (MBIST) supnitwlnud | qpun gty
hn nipnyu wbknp htnbqpuy ujukdwitph (PU) wpynibwpbpnipiniunid: Uju pudbemd
ptunnuynpdwi b JEpuljuiqudwb htwpwynpnipniuubp, npnup qquihnpbt pupdpugunid
El PU wpgyniiwpbpnipjut yhwnwh Gph nnlnup:

Cunhwunip wndwdp, pnipbnnud (SoC) MBIST nisnidutinh htnbkqpnudp Juwnwupymd £
wyunndwnugusd hnupninhubiph dvhongny: Znupninnid wnwewgnn htwpwynp punhpukpp
suyiinp k pug ponuytl, putth np pputp Yyunpwpugubi jud, tnythul, juuhwibt pne-
ptnh wphtwnwtipp: Munhpubph hwjuwibwlwinipniip dkdwinwd , Epbk pniptint niith hw-
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wntl] Junnigwsp, npp uwhdwwhwlnidubp £ wbjugunid MBIST jnisdwt hwdwp, opp-
twly hhonn uwppbph phununpnidl pighwing Juwnigne dhengny: Zwdwwywinwuuwi
Yutpugdwi dhpwjuyptipt (VE) oqunid ku* hunpwhwpbint wju punhpubpp:

Lutiwpyyt) tu MBIST jnusdwt Juytpugdut dwpunwhpudbpubpb pighwinip ju-
wnuny phunwynpdwb hwdwlupgbph ghypnid, b wpwewplyt) b nusnid: Panbkgpdut
ugkbiwpubph hwwnwpynudubph wghg ntuwthnt hwdwp hwnuihputph hwnwplynud-
ubpp qnignpyynid b wuwnwhwlwh plupnipynibiph hbn' Jujujws ndjw hwnluihsh
wnwolwhbppnipniihg: Uhtinygt dudwbwl toyniud k, np UbS Ynubhgnipughwbinh nhiu-
pnud wwpwdbkwnpbph wpdbipubph yuunwhwlwb ptnpnipjut yupuquynid jupnn £ pug
pnnuyk) npny wulnibuyhtt ghwptph nphuwpynudp: Uy hull qundweny wnwewnplyt) b
ogquugnpédl] npnowlh numguinny dkpnnubp Juybpugdwi dhowuyph ugkiwpltph
hwwnwpynuip Wjuqtgubint hudwp: Ponp phwptipnud, withpudbon i iyuunuljumnnjus
Ykpnisnipynit b npnonidibp hwinwpynudbph npewdhn phip npnobjn hundwp:

Unwownlynud t dkpnpupwtinipinil, npp dbnunud E Jbpp tjupugpdus hwwnwp-
ynuip: Unwowplynid b nuniguwiynng tnp wignphped, hull wignphpuh Yhpundwb wpg-
jniupubpp tkpjuyugdnud G, npnup hwjuwuwnnud Eu npu wpynibwdbnnipiniup hwnwpl-
dwt ijuqkgdwb gnpénud:

Unwbgpuyhlr punkp. MBIST, phunuwnpdwi b JEpuljuiqudwt Juybkpugnud, pug-
hwinip juynnny phunwynpnud, phunwynplwt hpinntigpmud, pyniptnh Ypu phunwyn-
pod, uwnwhwlwbwgnid:

A.B. BABASIH, C. K. IIYKYPSAH

OBYYAEMASI METOJ0JIOT Usl BAJIMJIAIIMY PELIEHUM IO
BCTPOEHHOMY CAMOTECTUPOBAHUIO YCTPONUCTB MAMSITH
YEPE3 PA3JIEJSAEMbI NHTEP®ENC

Bcerpoennsie cucremsl camorectupoBanus namstu (MBIST) npopomkaror 3aHuMaTh
YHHUKaIBHOE MECTO B HHAYCTpHH HHTEerpanbHbIX cxeM (MC). OHu mpeaocTaBIsSioT BO3MOXK-
HOCTH TECTUpOBaHHA W BoccTaHOBiIeHHs VC, 4TO 3HAYUTENBHO YBEIMYHMBAECT BBIXOJ T'OA-
HbIX FIC BO BpeMst UX MTPOU3BOJICTBA.

Kak npaBuio, uaterpaius MBIST B cucremy Ha kpucramie (SOC) ocymiecTBisercs
MOCPECTBOM OPraHU3alli aBTOMAaTH3UPOBAHHOTO IOTOKA JUIsl Ipoliecca MHTerpanuu. He
CllelyeT WTHOPUPOBAaTh BO3MOXHBIMH NpOOJEMaMH IIPU IMPOXOXKICHUM dYepe3 MOTOK,
MOCKOJIBKY OHHM MOTYT yXYIIIHTH MPOM3BOAUTENBHOCTE SOC MM Jaxke HAPYIIHUTh ()YHKIHO-
HupoBanue SoC. BeposTHOCTh MOSBICHUS TAKUX MPOOJIEM YBETMYUBACTCS, €CITH CTPYKTypa
SoC HaknapIBaeT MOMONHUTENbHBIE orpanndeHus Ha MBIST, nanpumep, Takue, Kak TeCTH-
pOBaHHue MaMsITH Yepe3 paszaensieMblil nHTepdeiic. HyKHbI crieranbHO ITOCTPOSHHBIE CPEIbl
Baymarmu (VE) mis mpeononeHrs OTMEYEHHBIX TTPOOIIEM.
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OO0cyknensl npoodiems! Banmunanin MBIST gepes pasnensemsiit uaTepgelic B KOHKpeT-
HOM Cllyyae Hcroib3oBanus mporeccopa MBIST (MMBBE) misi HECKONBKHX YCTPOKMCTB
MAMSTH, CBS3aHHBIX Yepe3 paslelisieMylo IIMHY, W MPEUIOKEHO COOTBETCTBYIOIIEE pelie-
HHe — cpela Bajuaaluu. Bo n3bexanue yBenudeHus rnepebopa Iuisl CLieHapUEeB MHTETPaLliy
BEITIOHSJINCE CITyJaifHbIe BBIOOPKH B 3aBHCHMOCTH OT IPHOPHUTETA JAaHHOH (YHKIUH B
COUETaHUM C onpeAeNEHHBIM nepedopoM. [Ipu 3TOM ynoMuHaIoCh, 4To JUIsl OOIBIINX KOH-
(urypanmii MCONB30BaHNE CITyYaiHBIX 3HAUYCHUI ITapaMeTPOB MOXKET IPHUBECTH K TPOIYCKY
OIpe/IeNIEHHBIX TPAaHUYHBIX Clly4aeB. B CBs3M ¢ 3THM OBUIO NPEUIOKEHO B JalibHEHIIeM
HCTIIOH30BaTh 00YUAIONIyIO CpeAy BalHIaIUy Uil yMeHbIIeHus uteparmit VE u nepedopa
B TIpeleniax JIaHHOW uTepanuu. Bo Bcex ciryyasx HeoOXOIMMO ITPOBECTH LielIeHANPaBIICH-
HBII aHAIIN3 ¥ IPUHATH PEIICHUS U1 HAXOXKACHHUS Pa3yMHOTO KOJTHIESCTBA TAKUX UTEPALIUL.

B nanHO# cTaThe npemiaracTcsi METONIONIOTHST CMSATYEHHsT YIIOMSIHYTOTO BBILIE TIepedopa.
[IpemnoxeH HOBBI 00YJArOMIUIACS aITOPUTM W TIPUBEICHBI PE3yNIbTaThl €r0 MPUMEHEHHS,
00ocHOBBIBaroIIHe ero 3G (GEeKTUBHOCTD [T CHIDKSHHS Tiepedopa.

Knrouesoie cnosa: MBIST, Banmmpnarwis TeCTUPOBAHUS 1 BOCCTAHOBJICHUS, TECTUPOBA-
HHeE ¢ 001MM MHTepdericoM, HHTerpalys TECTUPOBAHMS, TECTUPOBAHUE CUCTEMBI Ha KPHCTAILIE,
paHAOMU3aINSL.
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