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Currently, artificial intelligence (Al) is actually classified as various
software systems and the methods and algorithms used in them, the main
feature of which is the ability to solve intellectual problems tasks the way a
person thinking about their solution would do it.

Among the many important applications of the technology landscapes of
the Al, it is necessary to highlight neural networks, machine and deep learning,
which are most often used in medical practice (Fig.1).

Al has the potential to significantly improve the listening experience for
individuals with hearing loss [4, 22, 28, 31, 36].

The global digital transformation enables computational audiology for
advanced clinical applications that can reduce the global burden of hearing loss.
It’s important to describe the emerging hearing-related artificial intelligence
applications and argue for their potential to improve access, precision, and
efficiency of hearing health care services [1, 6, 13,16,18, 24].

More than 5 percent (466 million) of the world’s population is affected
by hearing loss (432 million adults, 34 million children). It is predicted that over
900 million people, or one out of ten, will experience hearing loss by 2050
[3,7,14,15, 25, 30].

According to WHO, by 2030 the number of patients with deafness will
exceed more than the 40%.

Up to 70% of all violations of the hearing disorders are due to the senso-
neural hearing loss.

Out of 1000 newborns, 1 child is born with complete deafness [2, 12, 20,
24, 31].
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Fig.1.Technology Landscape

The late recognition of hearing disorders identification might delay the
development of speech, language, cognitive functions of the child.

Such procedures include five steps followed by an order, which include a
collection of patient case history, otoscopy, audiometric hearing tests,
tympanometry and acoustic reflex [8, 23, 29, 33, 35].

Hearing loss is among the most prominent diseases harming children as
well as younger and older adults, and can contribute to impairment if they are
not properly diagnosed earlier [5, 9, 11, 19, 26, 32, 36].

An otorhinolaryngologist categorizes the symptoms of a patient
according to his/her expertise and after the specific evaluation of the symptoms
of hearing loss (Fig.2).
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Fig.2.The main steps to diagnose the hearing disorders
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The hearing-loss symptoms diagnostic procedures included following
steps (Fig.3):
case history
air, bone, speech assessment
tympanometry
acoustic reflex

TYMPAN ACOQUST

OMETRY

1c
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Fig.3. Hearing-loss symptoms diagnostic procedure

Physicians depend on their insight and experience and on a fundamen-
tally indicative or symptomatic approach to decide on the possible ailment of a
patient. However, numerous phases of problem identification and longer
strategies can prompt a longer time for consulting.

The major processing stages of the auditory system (Fig. 4, 5) are the
following- sound that enters the ear canal causes vibrations of the ear drum.
These vibrations are transmitted by the ossicle bones in the middle ear to the
fluid-filled cochlea in the inner ear. Hair cells in the inner ear amplify and
transduce motion of the cochlear fluid into electrical signals that are sent to the
brain. Several specialized pathways in the brainstem process these signals, and
the resulting information is integrated in the cortex to produce a coherent
auditory experience [6, 10, 19, 25, 30, 34].

Avditory nerve
Malleus Incus

Stopes 4
Co;hlnor 4 v Scolo

Tympanic
membrane

vestibuli
Scala
tympani
pi4 - Vestibulor
A~ I membrane

.._A N Tectoriol
N

‘membrane

Hair cells on
organ of Corfi
Round window

Auditory tube Basilor membrane

Fig.4. The major processing stages of the auditory system

The auditory system is a marvel of signal processing. Its combination of
microsecond temporal precision, sensitivity over more than five orders of sound
magnitude and flexibility to support tasks ranging from sound localization to
music appreciation is still without parallel in other natural or artificial systems
[1, 5,10, 17, 21, 27, 30].
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Fig.5. The anatomy of the auditory system indicated its structural complexity

The complexity of the auditory system is reflected in its disorders [1, 2, 6,
11, 17, 26, 31, 35]. The system is susceptible to disruption at any of its stages,
resulting in a variety of perceptual impairments such as deafness (a loss of
sensitivity to sounds), hyperacusis (an increase in sensitivity that causes sounds
to become uncomfortable or painful) or tinnitus (the constant perception of a
phantom sound, often a ringing or whistling). To help identify the underlying
causes of a perceptual impairment, hearing assessments are designed to provide
clinicians with a wide range of data reflecting the status of the different
processing stages, including:

= mechanical and acoustic measurements of the ear; electrophysiological

and imaging measurements of the ear and brain;

= psychoacoustic and cognitive measurements of perception.

Fortunately, many of the most common services in hearing healthcare can
be readily automated or controlled remotely through telemedicine. One current
method of them is audiometry [4, 6, 8, 19, 27, 29, 32].

Auditory function studies are carried out using two groups of methods:

Subjective (psychoacoustic):

- hearing testing using speech with noise;

- hearing testing using tuning forks;

- subjective audiometry.

Objective:

- objective (computer) audiometry;

- acoustic reflexometry;

- tympanometry;
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- otoacoustic emissions;

- unconditioned reflex reactions;

- conditioned reactions to sound.

With all subjective methods of hearing research, the subject himself
evaluates whether he hears the sound or not and in some other way reports this
to the specialist. With objective examination methods, the results obtained do
not depend on the patient’s wishes; in most cases, they are recorded using
special equipment.

Hearing was once at the forefront of technological innovation [4, 8, 13,
17, 22, 27, 32]. Current hearing devices use a microphone to pick up sound,
which is amplified and filtered before being digitized for signal processing. The
processing parameters are fixed after fitting by an audiologist and the processed
digital signals are converted to either an analogue signal delivered to a speaker
in a hearing aid (HA) or an electrical signal delivered to electrodes in a cochlear
implant (CI).

The cochlear implant, which restores hearing through direct electrical
stimulation of the auditory nerve, was a revolutionary advance and remains the
most successful neural prosthetic in terms of both performance and penetration

(Fig.6).
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Fig.6. Cochlear implantation

Recent advances in Al have the potential to transform hearing. Machines
have already achieved human-like performance in important hearing-related
tasks such as automatic speech recognition (ASR)and natural language
processing.

Al in hearing aids has the potential to significantly improve the listening
experience for individuals with hearing loss. For hearing aids to be successful,
they need to do a good job of adapting to the wearer's hearing needs, as well as
sorting out challenges such as background noise.

In the digital hearing aids, Al helps the devices to function better. For
instance, you are drinking coffee with a friend in a busy coffee shop, but you
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also like the music they play. Your hearing aids automatically adjust to only
focusing on speech, but you'd also like to hear the music more as well.

In noisy environments, hearing aids can work very poorly because they
are unable to separate speech sounds from others and instead amplify
everything at once. Researchers using an artificial intelligence system were able
to find a solution to this problem. The new Al system helps focus the device's
attention on what's important to the user by analyzing their brain waves.

Your hearing aids have essentially made the decision for you and
sacrificed one for the other. Speech is clear, but your spatial awareness and
feeling a part of your surroundings have been disregarded.

In addition to improving the listening experience, Al can also be used to
monitor and track the user's hearing health. This information can be used to
optimize the hearing aid settings for the user or to alert the user or their
healthcare provider if there are any changes in their hearing health.

Al can also be used to improve the usability and functionality of hearing
aids [5, 6, 12, 14, 20, 21, 26, 32, 36]. For example, some hearing aids use Al to
recognise and respond to voice commands, allowing users to easily control their
hearing aids without the need for buttons or physical controls.

An Al technology that creates hearing programs developed on your
typical soundscape with how often you manipulate the volume and settings in
commonplace environments.

Typical environments such as the sounds of your commute, office space
and favourite restaurant will be enriched automatically. Alternatively, you can
keep it simple and take the reins by controlling your hearing aids yourself; it’s
all down to what you want.

There are also the Oticon More hearing aids, which include Deep Neural
Network technology - an Al system that mirrors the way your brain
functions. The idea here is that instead of using a sound processor built upon
theory and guesstimation - your hearing is enhanced in the most natural way [3,
11, 16, 23, 28, 31, 34]. The DNN is trained to understand and recognise all
common sounds down to the finest detail and how they should be heard, as well
as supporting your brain.

Today's WIDEX EVOKE hearing aids are equipped with automatic
features that help you forget about your hearing aid and focus on hearing.

SOUNDSENSE LEARN is Al technology powered by machine learning
algorithms that helps you tailor the sound of your hearing aid to the listening
situation that matters to you by listening to sound profiles offered on your
smartphone [3, 5, 10, 22, 24, 31, 36].

Hearing devices pick up the sound in the environment of the user, process
it and deliver processed sound to the user by different means of stimulation,
depending on the type of hearing loss:

-acoustic (hearing aids and hearables),

-electric (cochlear implants) or


https://www.hearingaid.org.uk/hearing-aids
https://www.hearingaid.org.uk/hearing-aids/oticon/more
https://www.hearingaid.org.uk/hearing-aid-technology/oticons-deep-neural-network-technology
https://www.hearingaid.org.uk/hearing-aid-technology/oticons-deep-neural-network-technology
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-mechanic (bone-conduction devices or devices with direct stimulation of
the temporal bone). For the most common case of mild or moderate
sensorineural hearing loss, hearing aids are mainly placed behind the ear.

Al could also break the bounds of traditional fine-tuning methods.

Among the benefits of using the Al enabled hearing aid applications are:

1. Immediate Solutions: Users get immediate solutions to problems they
face in various listening situations, at any time. This responsiveness
goes beyond what is feasible with traditional fine-tuning, giving users
a higher level of control and flexibility.

2. Continuous Improvement: The system utilizes machine learning to
formulate solutions based on each user’s unique needs. This allows for
continuous improvement over time as the Al learns more about the
user’s preferences and usage patterns.

3. Transparent System: audioprosthetists gain access to real-time user
preferences, enabling them to provide better counseling and more
precise adjustments during follow-up visits. This seamless integration
of technology and professional expertise enhances the overall service
and care for the user.

Innovative new noise reduction features can assess and reduce incoming
sounds, such as background noise and nearby conversations to help users hear
better. For instance, wind noise reduction allows people with hearing aids to
enjoy outdoor hobbies — including gardening, fishing, hiking, and running —
without the wind impacting their ability to hear properly. The technology on
modern hearing aids can detect wind blowing and automatically reduce the
volume of that sound. As a result, the hearing aid user can focus on con-
versations, even in very busy settings with abundant background noise.

Al powered noise reduction systems used for dynamic listening environ-
ments and to analyze sounds in the environment and differentiate between
speech and other noise.

These intelligent algorithms constantly adapt to changes in the audio
environment, making real-time adjustments to suppress unwanted noise and
improve speech clarity [2, 7, 9, 13, 17, 20, 26, 33].

Hearing aid manufacturers are collaborating with audiologists and
smartphone manufacturers to develop hearing aids compatible with Apple and
Android products.

These hearing aids connect wirelessly to smartphones and tablets without
the need for a separate “hang-on” or “remote” accessory.

Al help to make audiological management. The goals of this way are:

-to assure access to sound adequate for auditory development

-programming or “mapping” of the cochlear implant system

-assessments at regular intervals to track auditory development

-age-appropriate techniques & materials.
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First of all, we will understand that there are two main approaches and
options for treating the hearing disorders: hearing aids and cochlear
implantation (Fig.7).

Treatment Options for Hearing Loss

Hearing Aids

Fig.7.Hearing aid and cochlear implant

How does a cochlear implant work?

Sound waves enter through the microphone. The sound processor
converts the sound into a distinctive digital code.

The electrically coded signal is transmitted across the skin through the
headpiece to the implant. The implant delivers the sound to the electrodes. The
electrodes stimulate the hearing nerve. The hearing nerve sends the signal to the
brain where it is perceived as sound (Fig.8).

Hearing Aid Cochlear Implant

Acoustically amplify sound. Convert sound into electrical signals.
Rely on the responsiveness of healthy Bypass the inner ear sensory cells and
inner ear sensory cells. stimulate the hearing nerve directly.

Fig.8. How does a Cochlear Implant differ from a Hearing Aid?



Meaununckas Hayka Apmennn HAH PA 1. LXIV Ne2 2024 11

Cochlear implantation is no longer experimental. It is the treatment of
choice for children and adults with severe-to-profound hearing loss. Significant
gains in open-set speech recognition have been demonstrated by most of those
who undergo implantation. Early implantation, whether in pre- or post-lingual
patients, has shown to be effective at moving an otherwise marginalized
segment of society into the mainstream. Implantation is cost-effective and
results in high patient satisfaction. Although cochlear implants are still a rough
and awkward imitation of our natural sense, they offer hope to thousands who
must otherwise live in a silent world.

Currently we have possibility to use the new equipment for clinical
examinations and intraoperative measurements (Fig.9,10).

THE NEW EQUIPMENTS FOR CLINICAL
EXAMINATIONS

Surgeon

Intraoperative Remote Fitting with Nucleus®
Assistant Remote Fitting
Assistant SET

Custom
Sound® Suite

Advanced software for difficult
cases

Rapid and facilitated leadthrough of Possibility change Reliable and
intraoperative registrations of hearing map in simple software

the real auditory )
situation, providing for standard

a comfort hearing clinical
situations

The best instrument for f
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The best instrument for ;m‘lon and facilitated [l 0F >
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Fig.9. The new equipment for clinical examinations

The best instrument for difficult and
complicate cases

The intraoperative measurement system CR120/220 provide:
Auto NRT
Impedance measurement
Using sound processor
Wireless
Simple and easy operating by surgical staff.
Minimises computer equipment required in the operating theatre

With the development of the state of the art in the field of technologies
used for diagnostic purposes of various profiles, including testing the quality of
hearing, speech recognition and audiometry, the need to automate all key
functions that can be accessed by the end user without the need to resort to
services of specialized specialists, as well as simplifying the obtaining of a
primary picture of the condition of the hearing organs, which allows solving the
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problem of obtaining assistance to the population in regions where there is no
opportunity to contact a specialized specialist as such.

Fig.10.The new intraoperative measurement system CR120/220

Luxury hearing aids now offer real-time language translation capabilities
thanks to built-in artificial intelligence systems.

This feature allows users to receive translations of foreign languages
directly into their ears, making it easier to communicate and understand
conversations when traveling or communicating with people with different
language backgrounds.

A prototype of a device has been created in Armenia that will help deaf
and mute people study and work.

A special glove (Fig.11) reads sign language and translates it into regular
language through a mobile application (a version for the Armenian language has
already been prepared). In the new model, reading will be accelerated and will
be carried out almost synchronously. The Armenian startup 5Yet has created a
device that will help people with hearing and speech impairments to fully
communicate with the outside world, study and work.

To do this, the development team created a glove with sensors that read
words and phrases in sign language from the phalanges of the fingers and hand
and simultaneously translate them into any of the languages (Armenian was
included in the original model). The mobile application displays ready-made
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text on the screen. A prototype of the device was presented at the Sevan Startup
Summit 2023 forum.

Fig.11. A special glove for reading sign language

Another new development from Vibrosonic is the so-called “acoustic
lens”. It is installed directly on the eardrum, and its operation is based on
piezoelectric microdynamics - Vibrosonic- Aktor (Fig.12). According to the
company, it is the first and only hearing aid speaker of its kind that was
developed using MCT (Micro System Technology) technology.

AN MIKROFON

SIGNALPROZESSOR
—

BATTERIE

Fig.12. “Acoustic lens”-Vibrosonic-Aktor

Overall, one thing is already becoming clear now - Al in the future will play a
leading role in the global development of science, technology, medicine, education,
where it will become an indispensable assistant in all spheres of life for people of the
future. The main thing for the people of the future to remember is that Al does not move
from the local system with the performance of local tasks to the global level, where it
can influence their lives and fertility.

Al has the potential to significantly improve the listening experience and
hearing health of individuals with hearing loss. By adapting to the user's
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environment and needs in real-time, Al can help to optimise the performance of
hearing aids and improve the overall quality of life for users.

Ultimately, the decision to use hearing devices with Al technology should
be based on individual needs and preferences.

Accepted 29.03.23

I/ICKYCCTBCHHLIﬁ HHTCJVIEKT H HAPYIICHUHA CJIyXa

M.A.llykypsun, X.M./{ua6, JI.A.lllykypsH,
C.B.JIeBun, A.K.Illykypsin

UckycctBennsrit naTermuiekt (M) cerogHs MCHONIB3yeTcss BO MHOTHUX LENAX H
MPUCYTCTBYET MPAKTHUYECKH B KAXKIOM JIOME, U MbI IOCTEINIEHHO CTAaHOBHMCS IOKO-
JIeHueM aBToMaTtusupoBanHoro M.

Kak ormeuaercs B ctatbe, M B CIyXOBBIX ammapaTax MOKET 3HAUYUTEIHHO
VIIY4IIUTh Ka4ecTBO MPOCIYUIMBAHUS JIs JIIOAEH ¢ moTeped ciiyxa. ABTOMaTH3aIUs
CIIyXOBBIX allllapaToOB COBEPIIACT CKAYOK, W YTOOBI CIyXOBBIC armapaTbl ObLIH yC-
MENIHBIMU, OHU JOJDKHBI XOPOIIO aJalTHPOBAThCA K MOTPEOHOCTSM CilyXa IO0JIb30-
BaTells, a TAKXKE PEIIaTh TAKKE MPOOIEMBbI, Kak (DOHOBBIN IIIyM.

ABTOMAaTH3UPOBAHHBIC (DYHKIIMH CITYXOBBIX aIMapaToB JCHCTBUTEIHHO TOMOTIIH
BIIAJENbLIAM MOIYYUTh AOCTYN K JydlieMy 3BYKYy. CiyxoBble ammaparbl ¢ BO3MOX-
HocTsiMu MM Moryt aHaiaM3upoBaTh W aAalTUPOBATbCS K Cpele NPOCITYILIMBAHHS
10JIb30BATENSI B PEKUME PEAIbHOTO BPEMEHH, aBTOMATUYECKU PETYJIHUPYsI TPOMKOCTb U
4acTOTy 3ByKa JJIs ONTHMH3ALIUU BOCIPHATHS 3BYKa. DTO MOXET OBITh OCOOCHHO
MOJIE3HO B IIYMHOW OOCTaHOBKE, Iie TPAIWIIMOHHBIC CIYXOBBIC aIllapaThl MOTYT C
TPYJIOM pa3inyaTh BaKHbIE 3BYKH U (POHOBBIH IITyM.

B HEKOTOPBIX CIYXOBBIX alMaparax UCIOJb3YIOTCS AATYUKU 711 cOopa TaHHBIX
0 TMPUBBIUKAX TOJH30BATENI B OKpPYKAIONIEH Cpelle, KOTOPble MOTYT OBITh IMpOaHa-
TU3UpoBaHbl anroputMaMu MU amst BBISBIEHUST 3aKOHOMEPHOCTEH M TEHACHIUNA. DTy
HHPOPMALIUIO MOXKHO HCIOJIb30BATh IS ONITUMH3AIMU HACTPOCK CIyXOBOTO armmapara
JUIST TIOJIB30BATEIISI MJIM OIOBEIIEHUS MOJIb30BaTEIsI U €r0 IMOCTAaBIIMKA MEIUIIMHCKUX
YCIYT O JMOOBIX M3MEHEHHSIX B COCTOSIHAHU €TO CITyXa.

Takum oOpazom, ciryxoBble ammapatsl ¢ M OTKpBIBAIOT MyTh K YIYYIICHHIO
KauecTBa cllyXa M, BOBMOXHO, K JIPYTUM PEBOJIIOLIMOHHBIM MPOPBIBAM, MOCKOJIbKY OHHU
MIEPEHUMAIOT TPOIIECCHI CYNIECTBYIOIIUX MOTPEONTETBCKIX TEXHOIOTHH.

HecoMHEeHHO, 9TO B KOHEYHOM CYETE, PEIICHHE 00 HMCIIOIB30BAaHUU CIIYXOBOTO
anmapara C TEXHOJIOTHEH HCKYCCTBEHHOI'O HHTEJUIEKTa JOJDKHO OCHOBBIBATHCS Ha
WHIUBUAYATBHBIX MTOTPEOHOCTAX U MPEINOUYTEHUSX.
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Uphtunwlijub pwtwljuiunipnit b junnynpju
huwmiqupnidutp

U.U.Cnipnipyuit, v.U.Yhwp, L.U.Coipnipyut, U.9.Luhb,
U.4.Cnipnipjuite

Uphbunujub putwljunipmiup(UR) wyjuon oqgunugnpdynid E mmwpplp
tywwnwlubkpnyg b wnu t gpbpt mipupwbyniph wwbp, b Jkup wunhgw-
twpwp nununid Eup wjunndwnwugyus UL-h ubkpniun:

buswtu tpynud E hnpduénud, UL-u junnuliub vwppbpmd Jupny k
qquhnpbu pupbjwddb] junnnipjut pujunidp junpnipjut Ynpniun nitikgng
duppuig hwdwp: Lunpuiui wywpunh wjundwwnwugnidp prhsp b
Juwunwpnud, b npybugh unpuliwb vwppbptt wpynitwdbn (hukl, npup
whwp kjuy hupdwpdbi Ypnnh junnnipjuts juphpubpht, htyybu twb jnsku
wjghuh utnhpubp, hugyhuhtb £ dnbwght wndmlp:

Lunnuiwt uwwppbph wjunduwunwugus gqopswnnypibplt hujuybu
oquk] Eu Ypnnubpht wybkih quy duy puuyby: UR-h htwpwynpnipniaubpnyg
junnujut uvwpptpp Jupnn bt hpunbuwjuwb dudwbtwlnd dbpnwst; b
hwpdwpk] oquunppne junquijwn Uhow]uyphlt wdundun Jupquiynphyng
dugtip bt hwdwwlwinipymip jukpnt thnpd oynhdwugitint hwdwp: Uw
Juwpnn L hwnjuybu oquuulwup (hul] wndynun dhowduypbpnid, npuby
wjwinuijut unpuljwb wwpppp Jupnn o gddupnipjudp  wwuppbpbp
Juplnp duyubpp $ntiwghtt wnunilhg:

UR-u Juwpnn b oquugnpéyl) twl junuph dwbwydwi b pdpnudwut
pupbjuddwt hwdwp, hwinjuytu wndnun vhowduyptpnid: Npny junqujub
uwpphp oquuugnpsnid ki wphkunwlub htnkkln ognunhpne ukthwlwui
dwjip tnytwgubnt b nidbnugubint hwdwp, hull dprubbpp Juwpnnp Gu
oquugnpdt] npuybu Ukpkiwjulwh mumglwl wignphpditp’ fwbwskint b
wnwelwhbppmipnit  wwynt Juplnp  dwyubph, huyywhuhp o junuwl-
gnipniuubpp jud whuquibgbpp:

Npny unquljwi uwpplp oquuugnpémid kb ublunpubp’ Ypnnh un-
Ynpnipmiuubph b opowljw dhowuyph dwuhtt wfjuutp hwjwpkint hwdwnp,
npntp Jupnn o dbpnist] wphtunwljut htnt Eynh wignphpdutph dhon-
gn  ophtwswthmpniutkpt m dhumdubpp pugwhwynkne hwdwp: Uju
nbnkjunnipmiip jupnn E oquuugnpst] oguuunppne hudwp junnuiljui
wywpwwnh Jupquynpnidibpt oyynhdwjugbint jud oquugnpdnnht b tpw
wnnpowwywhwlwt Swnwnipnitittp  dwwnmgnnhtt  hpkug junpnipjub
Yunpquyphduljh guujugwsé thnthnjunipjut dwuht qgnipwgubint hwdwp:

Ujuyhuny, UF-ny wopuwwnnn junnulijwt uwwppbkpp dwbwwywph ko
hwppnid junnnipjutt npuwlh pupbjudwt b hwjwbwpwup wy hknutn-
huujut wmnwepupwgh hwdwnp, tpp tputp punniinud B wnjw vyunnpuju
nkjutininghwyh gnpdplpugubpp:
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