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Nowadays, handwritten letter recognition(HLR) is a very interesting and challenging task.
This task remains challenging because, there are many problems connected with handwriting, for
example, every people have a different handwriting style, and it can be changed over time. In
contrast to printed text, which sits straight, handwritten text can rotate to the right, or it can be
broken, and so on. There are many approaches for solving that task, but the most popular and
effective method is deep learning. The purpose of this article is to find the best Artificial
Intelligence (Al) based solution for Armenian handwriting letters recognition. As the Armenian
language is not so popular, and its usage is limited, there aren't any Al-based good models or tools
that will recognize Armenian handwriting.

This work uses the most popular, effective, and modern methods of deep learning. The
Mashtots database, recently created in the Basic Research Laboratory of ""Automation Systems &
Modeling'" of the National Polytechnic University of Armenia, was used.

Keywords: Mashtots dataset, Visual pattern recognition, Convolutional Neural Network
(CNN), Spinal Network, Artificial Intelligence (Al).

Economic significance

In simple terms, HLR (Handwritten Letter Recognition) is the process of converting text in
images into text format. The main application of HLR technology is found in various tasks related to
data digitization. It can extract information from documents, invoices, ID cards.

Nowadays, Artificial Intelligence-based applications and products are widely integrated into
almost any company. They help people to save their time and company owner for saving money.
Being a part of Artificial Inleniganese problems, HLR can be integrated into products to automate
many jobs.
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Various advantages of handwritten letter recognition technology have helped businesses save
time by manually inserting data into a device, improving job management, reducing the cost of
translating documents into digital form, and, among others, minimizing manual errors. In addition, it
offers other benefits such as improved customer support and increased document protection.

Introduction

The handwriting letter recognition(HLR)[1] process allows the conversion of various types of
documents into parsable, editable, and searchable data. The ultimate goal of HLR is to make a
machine capable of reading, editing, interacting with the content just like a human in a short amount
of time.

As a result of many practical applications in day-to-day activities, handwritten letter
recognition has become increasingly important in today's digitized world. Several recognition
systems have been developed in recent years to use in areas where high classification efficiencies are
required. To solve more complex tasks that would otherwise be tedious and expensive, handwriting
recognition systems are used to recognize letters, characters, and digits in handwriting. Banks use
automated processing systems to process bank checks. Without automated computers, the bank
would require a lot of employees who would not be as efficient as computerized systems. Biological
neural networks can inspire handwriting recognition systems, which allow humans and animals to
learn and model complex relationships. The artificial neural network[8] can be used to generate
them.

People can recognize digits, letters, and characters in handwriting through their brains.
Humans are biased so they may turn to different interpretations of handwriting. In contrast, they are
unbiased and can accomplish very challenging tasks that humans may spend a lot of time and energy
on if similar tasks have to be done by humans. Understanding how human-readable underwriting
works is important. The human visual system is primarily involved when reading handwriting
characters, letters, words, or digits. Because it appears effortless, reading handwriting is not as easy
as it seems. Although everything happens unconsciously, humans can make sense of what they see
based on what their brains have been taught. Handwriting may not seem difficult to humans.

Developing a computer system to read handwriting reveals the challenge of visual pattern
recognition[2]. Handwriting recognition systems are best developed using artificial neural networks.
They simulate how the human brain works when reading handwriting with neural networks that
simplify the process. Machines are capable of matching and even surpassing human abilities in this
area. People have different handwriting styles, some of which are difficult to read. In addition,
reading handwriting can be time-consuming and tedious, especially when people have to read
multiple handwritten documents of different persons.

One of the deep learning architectures that can be used to recognize an object in a digital
image is the Convolutional Neural Network (CNN) [4]. CNN is a type of Neural Network specifically
for processing data with a grid-shaped topology. CNN is the best model in handling object detection
and object recognition.

Handwritten recognition performance has improved dramatically in recent years, but so far,
handwritten recognition remains a challenging task. There are many problems with handwriting.

® A person's handwriting style varies from time to time and is inconsistent.

® A document or image that has degraded over time.
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In contrast to printed text, which sits straight, handwritten text can rotate to the right.
1t is expensive to collect a well-labeled dataset to learn compared to synthetic data.
Different characteristics of each person's handwriting

Some characters have similar shapes

Broken or distorted characters

Differences in the thickness of the characters written

The Armenian language is one of the hardest languages, they have 38 letters.

The purpose of this article is to find the best modern and effective AI model architecture for
Armenian handwritten letters. For that, we use the most popular ResNet[7], VGG/[6] architectures,
and also use SpinalNet[3]. The use of SpnalNet architecture is due to two reasons, first, it is released
recently, and second SpinalNet classification layers provided the state-of-the-art (SOTA)
performance on QMNIST, EMNIST (Letters, Digits, and Balanced) datasets. The results can be
found at the link below. https://paperswithcode.com/sota/image-classification-on-emnist-letters

Material and methods

Dataset: The dataset is considered to be one of the important parts of any artificial intelligence
problem. The accuracy of the model can change significantly depending on the quality of the dataset
and the amount of data in it.

In this article, we use the Mashtots dataset[5] which was created in the Basic Research
Laboratory of "Automation Systems & Modeling" of the National Polytechnic University of Armenia.
Further additions and corrections were made at the Science and Technology Foundation of Armenia
(FAST).

The training set of "Mashtots" data set consists of 70060 pictures (64x64 size), which are
distributed in 78 folders. The set of the test is presented in new_test.csv and contains 50,000 data,
most of which are false data to exclude fraud (manual labeling). Figure 1 shows some letters

example from the Mashtots dataset.

P.png 0.png L.png
g
AL

©.png 2.png n.png 8.png
Figure 1. Examples from Mashtots dataset

Data augmentation and Traning: All Al models for achieving good results need to see a
huge amount of data. But when we have a limited number of items in the dataset we need to apply
some data augmentation techniques to get good performance. Furthermore, the number of
parameters your model requires is proportional to the complexity of the task it must perform. The
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example of how data augmentation work shows in Figure 2. We apply two techniques to our
dataset: RandomPerspective and RandomRotation from the PyTorch python library.

For all models use train 200 epoch, used Adam optimizer[6], and also cross-entropy loss
function[7]. Initially, we set the learning rate at 0.005.
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Figure 2. Example of data augmentation

https://nanonets.com/blog/data-augmentation-how-to-use-deep-learning-when-you-have-limited-data-part-2/

VGG: VGGI6 is a convolution neural net (CNN ) architecture. One of the unique things
about VGG16 is that it is based on convolution layers of a 3x3 filter with a stride 1, and it uses the
same padding and maximum pool layer of a 2x2 filter with a stride 2. In the whole architecture,
the convolution and maximum pool layers are arranged consistently. A final output layer consists
of two FCs (fully connected layers) and a softmax. There are 16 layers in VGG16, each with its

own weight. It has 138 million (approximately) parameters and is quite a large network. The
architecture of VGG16 is shown below.
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Figure 3: The VGG16 architecture https://iq.opengenus.org/vggl6/
VGGSpinal: After the first training with VGG16, we apply Spinal layers. Spinal layers were

applied instead of the last fully connected layers. The network architecture of VGGSpinal shows
below, in Figure 4.

278



ueurnm uuesns <uuvudLouruuh Lrusntk 2022

| o o w

w [¢=] — -— o~ o~ o~ w w w w (Yol w

- - " - - - " - - - . - - - " w $ £
el Bl e El B el BBl el ELIELS B EL] Bl IR )R
e ™ o :—%4 o™ 6 -t T s 1 g —%4-. =] 6™ & 7%+ ™ & * & —24 =M 5r* =
o | ol & | & o & o o o| A | o o o| & |© o o | & [ = =
2] ™ 2] 2] @ o ™ ™ o ™ 2] 2] (.2} (=3 2 2
Kl > b3 b x x k.3 = b > > x >
(3] ™ ™ (3] ™ (] ™ L3 o™ o™ ™ ™! o™

- ~

o~ — z o0 -

=1 = & B - "~

] ] N iz} k] &

o g o o - o

Figure 3: The VGGSpinal architecture

VGGSmall: We take into count the factor that VGGI16 has a pretty large network, and as we
traying to solve not so hard problem, we made another model by cutting some layers from VGG16
and calling it VGGSmall. We cut the last convolutional layer, and also change input counts to 256.
The architecture of VGGSmall shows below.
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Figure 3: The VGGSmall architecture

VGGSmallSpinal: The test results of VGGSmall show that it works much better than
VGG16, and we decide to add Spinal layers in VGGSmall instead of VGG16. We built the model

by replacing the last VGGSmalls dense layers with the Spinal layer. The network architecture of
the VGGSmallSpinal model shows below.
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Figure 3: The VGGSmallSpinal architecture
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ResNet: ResNet or residual networks are artificial neural networks that help to build a
deeper neural network by utilizing shortcuts or skip connections in order to jump over layers.

ResNet has different versions, such as ResNet-18, ResNet-34, ResNet-50, and so on. The
numbers refer to layers, even though the architecture is the same. To put it simply, ResNet's main
component is the residual block. The block structure is shown below:

weight layer

F(x)
X
weight layer identity

Figure 2. Residual building block

We can see that there is a direct connection that skips some layers (may vary in different
models) in between. This connection is known as the 'skip connection' and forms the basis of residual
blocks. Because of this skip connection, the output of the layer is different now. In the absence of this
skip connection, the input 'x' is multiplied by the weights of the layer, followed by a bias term. Next,
we pass this term through the activation function, f{), and we get our output as H(x).

The mathematical equation of identity mapping with the residual network is given below:

¥ = F(x,{Wi}) +x

Formula 1. The mathematical equation of identity mapping

In this work, we use RestNetl8 architecture, and also the ResNet with SpinalNet.
The architecture of ResNetl8 is shown in Figure 5. We don’t go deeper into how ResNet
works. You can find more about ResNet in this article[].
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Figure 5: The ResNet18 architecture

https://www.researchgate.net/figure/Original-ResNet-18-Architecture_figl 336642248
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ResNetSpinal: For the ResNetSpinal model we replace the last fully connected layer with
the Spinal layer. The network architecture of the ResNetSpinal model shows in Figure 6
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Figure 6: The ResNetSpinal architecture

Results and analysis

All models were trained on Nvidia 3060 RTX GPU. During the first 10 epochs of training,
results showed the accuracy of our models was not getting better, and we reduced the learning rate 2
times.

The training shows that the best result gives the VGGSmallSpinal model. The resulting graphic
is given in Figure 7. This result was predictable because handwritten recognition is not required for
very deep neural networks, in that case, VGGSmall is the best choice. Also applying Spinal nets on
the VGGSmall network as the fully connected layer increases the classification result. The research
resulted in finding the most efficient AI model to recognize Armenian handwriting.
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Figure 7. Graphical representation of the accuracy of all models
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The results are shown in Table 1 presents the accuracy of VGGSmallSpinal being equal to
0.97515 which is yet the best among the previous models.

Model Accuracy
VGG 0.96762
VGGSmall 0.97503
VGGSpinal 0.96523
VGGSmallSpinal 0.97515
ResNet 0.96368
RestNetSpinal 0.96236

Table 1. Accuracy of all models
Conclusion

During the research, 6 types of deep learning medals was created. The models are based on
existing known, efficient, and new artificial intelligence algorithms.

After testing the models, it became clear that the VGGSmallSpinal model showed the best
results. The model was based on the very popular VGG neural network and Spinal Networks. The
result is a new type of model, which has surpassed other models in terms of efficiency.
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PE3IOME
HccnengoBanue u pa3padoTka Moaeseil riry0oKkoro o0yueHus A5 pacno3HaBaHUs
apMsIHCKHX OYKB PYKONHCHOT0 BBOJa
Kapen Huxorocsn
MarucTpanT 2 kypca kadenpsl "CucreMHoe nporpammupoBanue” ApmsiHo-Poccuiickoro
YHuBepcuTera, nporpaMMuct komnanuu "Scylla",
EpeBan, Apmenus

Kamkuk Axonsin
dakynbTeT npukiagHoil Maremaruku EI'Y, marucrpanr 2 kypca xadenps! "Lludposoii ananmus",
nHXxeHep kommnanuu "Kpucn"
EpeBaHn, Apmenus

Kniouesvle cnosa: Habop npannpix Mashtots, PacnosHaBaHue Bu3yallbHBIX 00pa3oB,
CaeprouHslii HelipoHHas ceTh, CiMHANBHAS ceTh, MIckyccTBeHHBIH nHTEIeKT (MN).

B Hacrosiiee Bpems pacrio3HaBaHHE PYKONHMCHBIX OYKB SIBJISETCS OYEHb WHTEPECHOH U
CIIOKHOHM 3amaveil. DTa 3amada OCTaeTCA CIOKHOW, MOTOMY HUTO C TIOYEPKOM CBS3aHO MHOTO
mpo0ieM, HampuMep, IMOYepK Y BCEX JIFONEH pasHBIM, W CO BpEeMEHEM OH MOXKET W3MEHUThCA. B
OTIIMYHME OT TIEYaTHOTO TEKCTa, KOTOPHIA pPACIOIOKEH NPSMO, PYKOMUCHBIA TEKCT MOXKET
TIOBOPAYMBATBCS BIIPABO, JIOMAarhCs U T. A. CylIecTByeT MHOXECTBO IIOJIXOJOB K PEUICHHIO 3TOH
3a71a4n, HO HauOoJIee MOIMYIIPHBIM M 3((GEKTUBHBIM METO/IOM SIBIISICTCSI TiTyOoKoe oOydenue. Llens
9TOW CTaThW — HAWTH JIydlllee pelieHHe Ha OCHOBE HCKyccTBeHHoro uHtewiekra (M) mis
pacno3HaBaHus apMSHCKUX PYKOITUCHBIX OyKB. I10CKOJIbKY apMSHCKHMIT SI3bIK HE TaK MOMYJISIPEH U
€ro HCIOJIb30BaHNE OTPAaHWYEHO, HE CYILECTBYET XOPOIIUX MOJENeH WM HHCTPYMEHTOB Ha OCHOBE
1MW, koTopbie pacno3HAIOT apMSHCKUNA MTOYEPK.

B nanHO#i paboTe HCHONB3YIOTCS CaMble MOMyJIsipHbIe, 3(Q(EKTUBHBIE U COBPEMEHHBIE METOTbI
rmybokoro oOydenms. Vcmonp3oBasmack 0Oa3a maHHBIX MamTomna, HENaBHO CO3JaHHAs B
HUccnenoBatenbckoii maboparopun «CHCTEMBI aBTOMATH3AIMNA W MOJIEIMPOBaHNe» HannoHamsHOTO
TTOJIMTEXHITYECKOTO YHUBEPCUTETa APMEHUM.
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