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I. Bapoanau, M. Bapoanan
PE®OPMYJIIHPOBKA ITPABHJI SMITHPUYECKOI' O
HHBECTHPOBAHHA B YCJIOBHAX PACIIIHPEHHOH
AHAJIHTHKH H BbIEOPA EI'O MOJIEJTH
B nonynsapnoil knuee npaxkmuueckux coemos Nno UHEECMUPOBAHUIO
«Axcuomer Lfropuxa» asmopgwl densiem 08a NPUHYUNA UHBECMUPOBAHUS,
Komopbvle 00bIYHO NOOYEPKUBAIONICA U3BECMHbIMU UHBeCmopamu. B smoii
cmamve Mbl RONLIMALUCH CHOPMYTUPOBAMb IMU NPUHYUNDL 8 8UOe 3A0aUU
0OHapyHceHUs KPAMKOCPOUHBIX U 00I20CPOYHBIX MPEHO08 U NONbIMATUCH
pewiums  dmy npobiemy ¢ HOMOWDBIO NepedosbiX  AHANUMUYECKUX
uHcmpymenmos. B xo0e uccnedosamus mbl cmo2au  0bpucosame
npeovioyujue NONbIMKU peuleHus: npodemMvl NPOCHO3UPOBAHUsL AKYUH, d
makoice NpoananIu3uUpo8amMs NAIOCbl U MUHYCbl KOHKPEMHO20 Nooxood ¢
MOYKU 3peHUsl peulenusi Haulell Uuccie008amenbckot npoonemvi. Mol
nPUIU K 8b1600Y, YMO C NOMOWBI0 MHO20510EPHO20 NO0X00d K 00YYeHUIO
MblL MOICEM PEUUms CHOPMYIUPOBAHHBIIL UCCIEO08AMENLCKUL BONPOC, Mbl
makdice  YKA3anu, UYmo AHAN02UYHble pe3yIbmamvl  Mozym  Obimb
00CMUSHYMbl ¢ NOMOWBID MEXHUYECKO20 AHANU3A MOIbKO C Y4emoM
modenu enybokoeo obyuenuss LSTM. B 0yoywux ucciedo8aHusx mol
NPOOOTINHCUM NPOBEPKY HAWUX DE3VIbMAmo8 U 3asepuium o0cyicoeHue,
Hauamoe 8 3Moil cmamoe.
Knroueswvie cnosa: Lropuxckue akcuomvl, LSTM, anarnumuyeckue ¢unancul,
NnpocHO3Uposanue poH008020 PbIHKA, MHO200epHOe 0OYUeHuUe.

In a popular book on practical investment tips “The Zurich Axioms”,
the author outlines two principles of investment that are commonly
underlined by famous investors. In this paper we tried to formulate
those principles into a short-range and long-range trend detection
problem and tried to address that problem using advanced analytical
tools. Throughout the research we were able to outline the previous
attempts of addressing the issue of stock predictions as well as to
analyze the pros and cons of a specific approach in terms of
addressing our research problem.We have concluded that using a
multi-kernel learning approach we can address the formulated
research question, we also pointed out that similar results can be
achieved by using technical analysis only with LSTM deep learning
model in mind. In the future research we will go on with testing our
findings and will finish the discussion started in this paper.

Key words:Zurich Axioms, LSTM, analytical finance, stock market
prediction, multi-kernel learning
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Introduction

There is a popular book on the topic of investment called “The Zurich Axioms” by Max
Gunther. The author discusses various strategies and general principles to follow for those
who want to be successful investors just like, in his opinion, the Swiss. One of those
principles or “axioms” is “always take your profit soon” (Max Gunther, 1985). More
specifically, he points out the tendency of “what goes up must go down” and so, waiting
for a rising stock to rise higher and higher, when one considers selling it, or waiting for a
plunging stock to go lower and lower, when one considers buying it - is risky with every
moment that the investor waits. This principle is then followed by a corollary principle
where the author suggests deciding in advance what gain the investor wants to get from the
investment [15]. The author suggests not wait until it is too late, although we must point
out that the book was meant for the general public, so it is not at all technical by any means.
That said, it is also crucial to underline the fact that those principles were backed by real
world experience and the relevant history of investment decision making of the Swiss.
Thus, the question really stands: can we quantify this “axiom”? And, most importantly,
how far we can get, in terms of accuracy and efficiency, with the existing advanced
analytical models? Also, we shall take under consideration the corollary principle, which
is more directed towards interpretability and/or long-term trend detection than prediction
accuracy for a short-term decision.Now we can formulate the topic of our research in a
more cohesive and rigorous manner:

“Finding the right time of selling a rising stock using advanced analytics”.

Let’s notice that we have mentioned only the rising stock above, but that does not mean
that those same principles will not apply for the opposite case. The reason we chose this
formulation is that it conveys the meaning and the idea behind research topic to a large
extent.

Generally speaking, stock market prediction has been a central topic of research for
several decades. Time-series-analysis, various statistical measures have been at the core in
providing investors with relevant descriptive and inferential summaries for the future trends
of the market or specific stocks’ performance. Advanced analytical tools such as Machine
Learning algorithms, big data models, artificial neural networks etc. started to be used for
financial data analysis as soon as they proved themselves worthwhile in other fields. Even
the lately popularized advanced analytical models, such as deep neural networks, have been
tried in the field with impressive results (Kumar et al., 2011). The tools have been getting
better and better, and the levels of accuracy for the trend started to increase, for some
models, for specific datasets passing 73% (Dixon et al., 2015). That said, as we have
already mentioned above, we will not only be interested in accuracy but also in satisfying
the corollary principle be that with a separate or integrated long-term trend detection or
increased interpretability.

After a thorough literature review on the subject, we shall find the right approach for
researching the topic from the three existing ones:

1) Financial data analysis (or technical analysis),

2) Investor sentiment analysis,

3) A mixture/hybrid analysis which includes the first two.
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The challenges that we will face here would be involving the interpretability of the
chosen models, the ability to generalize from the used models, the accuracy and efficiency
of the models etc.

Depending on which approach(es) we choose, there are different advanced data analytic
models to choose from. Several distinguishable models are discussed later. Most of them
involve using Deep Learning methods which will be discussed in detail. Nevertheless, there
is a gap for every approach, especially for the most promising one: the hybrid analysis.
These gaps refer mostly to the interpretability and the ability to generalize the existing
models for varying populations and samples. More specifically, it is not clear how different
social and cultural dynamics are going to be dealt with in the sentiment analysis approach.
The problem worsens as we try to combine the advantages of the first and the second
approaches to form the third one, where the interpretability of the second approach turns
into a significant impediment.

The justification of pursuing more efficient investing

Financial markets have become more efficient than ever. The transaction costs are
drastically lowered due to the Internet-based financial services (Graham, 2006). This
resulted in a more efficient market, as more capital can freely roam the fabric of the
globalized financial world. Without a doubt, a more efficient market, in equal
circumstances, has a potential of providing faster growth and development of economies
worldwide. This will reduce poverty and other social issues and will make the world more
prosperous. Thus, following this logic, we believe that lower risk factors for investors
worldwide, will bring more efficiency to the financial system. What we mean by this is that
when an investor has a functioning approach of dealing with the uncertainty of the market,
as limited that approach might be, they will be keener to invest. Thus, some portion of the
investment risk will be lowered, leading towards a more prosperous and developed world.
The extent of the impact is not the subject of this research, although one thing is crystal
clear from the above-described logic: the impact exists.

In addition, an analysis done with financial data, which is believed to be non-stationary,
non-linear and noisy within the time series (Dixon, et al., 2017), will certainly have useful
applications outside the financial world, as the type of data described above is not exclusive
to the financial data.

The commonly accepted fact with regards to predictions of stock markets, is that
financial markets are, in fact, unpredictable (Graham, 2006). Thus, we will state our
hypothesis in the following manner:

Hypothesis 0: It is impossible to formulate a rule to determine the right time of selling
a rising stock using advanced analytics with statistically significant accuracy, while
satisfying corollary principle.

Hypothesis 1: It is possible to formulate a rule to determine the right time of selling a
rising stock using advanced analytics with statistically significant accuracy, while
satisfying the corollary principle.

Stock market prediction using advanced analytics

Since the advent of advanced analytical tools researchers and investors wanted to test
those tools on predicting the financial markets. Financial markets were at the center of
attention for a couple of main reasons. Firstly, having a better toolset for efficient and
accurate predictions of financial markets, investment institutions and individuals interested
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in investing their money could have cut down on the risks they usually take. Secondly, the
availability of data for analysis is very appealing. Useful statistical data on prices, earnings
and dividends go back to 1871 [9].

As we have discussed above,financial assets can generally be divided into two parts:
risky and risk-free. Usually, the investment portfolio consists of a specific weighted
combination between non-risk assets, e.g., government bonds and risky assets, e.g.,
company stocks [10]. What we are looking for is not a good strategy for forming an
investment portfolio, as that topic is very well discussed and analyzed within the disciplines
of corporate finance and, more specifically, portfolio theory. The aim of this study is to
understand which advanced analytical models and strategies have been used, so far, to
predict the given asset’s price on the market, within the confines of the research topic. The
accuracy as well as the extent at which the corollary principle is addressedare going to be
the evaluation criteria for us.

To understand the challenges of analyzing stock market data or doing a sentiment
analysis based on public sentiment we have to underline the fact that financial data is
believed to be non-stationary, non-linear and noisy within the time series [7]. Thus, making
an accurate and efficient prediction will likely involve non-linear-capableapproaches such
as Artificial Neural Networks (ANN). These models became popular mostly because they
surpass conventional Machine Learning models’ accuracy when sufficient dataand
computational power is available [11]. In our case, as we stated above the data sufficiency
is not a problem, and with the constantly increasing computational power the ANN models
seem to be the perfect tools to predict stock market data.

Furthermore, it is important to distinguish the three main strategies aimed at predicting
the stock market prices. Firstly, the stock market analysis done by analyzing the historical
prices using linear and/or non-linear models (we can call this “the financial data analysis
approach”)!. The second one revolves around conducting a sentiment analysis for
predicting stock prices via understanding the public perception with regards to those stocks
(we can call this the “sentiment analysis approach”). The third strategy can be identified as
a mixture or a hybrid between the first two strategies (we can call this “the hybrid analysis
approach”), which promises to bring a multi-aspect analysis of stock prices, while making
use of the conventional analysis and the “wisdom of the crowds” gained through sentiment
analysis [6].

The financial data analysis approach

There are several strategies to consider under financial data analysis approach. Firstly,
as Shen et al. noticed the globalization and connectivity among different financial markets
allows us to assume that the trends noticeable in e.g., Tokyo Stock Exchange can be present
in NASDAQ stock exchange in New York. Which means, that due to time-zone differences
we can predict the behavior of a particular asset or assets in a certain financial market by
analyzing data taken from another market [8]. Other approaches might include using large
data sets and relying mostly on a careful feature selection for the analysis.

From a large array of possible models to use for analyzing financial data most common
ones are support-vector machines (SVM), back propagation trained networks (BTN),
artificial neural networks (ANN), class sensitive neural networks (CSNN) etc. In terms of

1In some papers this type of approach is called “technical analysis” (Shangkun Deng et al, 2011).
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short-term trend prediction CSNN proved to be the best model [1]. That said, let’s
understand which model choice is the best for our task.

In recent years deep neural networks have been popularized and many analysts believe
that DNN models are becoming the models of choice for financial data analysis. The most
appealing part about DNN is that they demonstrate robustness against over fitting. Dixon
et al. implemented a DNN for financial data analysis and reached a classification accuracy
of 73% [3]. To understand better why this model is so accurate we can have a look at the
diagram 1. Here we can see a feed-forward neural network where inputs are processed
before entering to a next layer. The depth of the layers and the functions used to map the
input for the next layer are at the core of this concept.

We also must underline the fact that feed-forward deep learning algorithms are not
believed to be the best choice for time-series data. Moreover, Maknickiene et al. concluded
in their study that for tackling recursive non-linearity of financial data Recurrent Neural
Networks (RNN) are the best choice [2]. Thus, RNN are believed to be the state-of-the-art
models for conducting financial data analysis with prediction as the main objective.

Input

layer

Hidden

layer 1 Hidden

x(2) — 7ﬁt@ layer 2

NN W
x(3) - ’ @ : »: %V* 1y 17ﬂ N
(1) — @ SO ‘

@ e
x(5) — (77 @ 77 Q ,

x(6) — ‘7* ) ﬁ
x(7) — - .

Diagram 1: Multi-layer feed-forward neural network [3].

With regards to the choice of a specific RNN model there is a phenomenon that needs
to be addressed. RNNs generally utilize what’s called a “short-term memory”. Which is
created in their internal state and is dynamically updated as the neural net goes from layer
to layer.The issue here is that by using standard back propagation or real-time recurrent
learning the gradient values (essentially weights gained by dynamically updating the short-
term memory) will either vanish or “blow-up”. So, what happens is that, e.g. in the case of
a feed-forward net, while advancing to the next layer, the weights of the initial layers start
to vanish. With back propagation, correspondingly, as we move back layer by layer the
weights start to add up and eventually “blow up” in value yielding inefficient results. To
address this issue S. Hochreiter and J. Schmidhuber suggested a more complex memory
cell structure which will use gate units for getting rid of excess information and not letting
go useful information throughout the layers of the network [14]. The essential structure of
the memory cell can be seen in the diagram 2.
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Diagram 2: The generalstructure of an LSTM memory cell [14].

Here we can see a high-level depiction of how the three gates: forget, input, output
control the long-term trend maintenance by filtering the data with weights for the
subsequent steps. So, firstly the data is passed to the forget state, where it gets a weight
ranging from O to 1 (getting 1 will mean that it will not “forget” or diminish anything before
it). Then it is processed through the input gate, after which it is transferred to the output
gate to be processed in the next memory cell. By comparing this approach, specifically for
financial analysis, T. Fischer, and C. Krauss found out that it outperformed benchmark
models: random forest, deep net, and logistic regression, in most cases.

Thus, this approach proves to be efficient in conducting time-series analysis, music
detection and other sequential data related tasks, and, more specifically, provides the
functionality for addressing our research problem.

The limitations of the financial data analysis approach

We can assume that choosing an RNN model and using it wisely we can reach high
accuracy and efficiency. When it comes to choosing the right quantity of epochs, the
number of neurons and groups of parameters, we can rely on existing literature and in
empirical results. With regards to interpretability, we can safely say that any neural network
approach is generally regarded as a black-box-approach. However, if we address the
corollary principle in terms of assessing the long-term performance of a given stock, an
LSTM network would be the best model of choice among technical analysis approaches,
as we will not require an interpretability criterion to be present anymore. That said, all
models that derive conclusions from technical data suffer, to some extent, from the
presumption of efficient markets, though the LSTM model does a great job at mitigating
the adverse effects of that presumption [13].

The sentiment analysis approach

Sentiment analysis approach for predicting stock prices has generated significant
interest based on some key processes that happened during the recent decade. Various
online services allowed public to invest in companies with relatively small transaction
costs. One of the most influential factors in this sense is the investors’ reactions to the news
disclosures [4], which can spread countrywide and even worldwide via social networks
throughout the world.

There are different models that can be used for this purpose, including the combination
of regression, classification models and lexicon-based sentiment analysis [6]. A remarkable
result was achieved by Guo et al., when their model achieved 97.87% prediction accuracy
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for the upward trend of the stock market. An overall accuracy of 59.15% was reached by
Chiong et al., with the use of Kraus and Feuerriegel’s deep learning model.

The limitations of sentiment analysis approach

As we mentioned above, different accuracy figures can be noticed when we deal with
upward trend vs downward trend. Which is a very interesting phenomenon to consider the
limitations of this approach. You see, there are numerous factors that can affect the
sentiment of an investor. Ranging from psychological, cultural, geographical etc.
Moreover, the lingo-cultural differences from market to market should not be
underestimated. This means that making generalizations from the sentiment analyses of
investors is very challenging, if not impossible, on a global scale, across different markets.
However, none of the studies reviewed addressed this problem adequately.

The hybrid analysis approach

Wang et al., proposed an interesting and promising approach of combining financial
data analysis and investor sentiment analysis to predict stock prices [5]. The model they
used was a two-stage multi-kernal SVR model. For all classifiers the hybrid solution had
higher accuracy than the sentiment analysis by itself. Although this framework has been
discussed by others, including the usage of Multiple Kernel Learning (MLK) [12], there
was no emphasis put on using hybrid approach to create an interpretable, yet accurate,
model. A model that will compromise financial data models within the hybrid approach to
increase the interpretability while not losing accuracy with the usage of sentiment analysis.
This approach will capitalize on the idea that deriving valuable inference from sentiment
analysis is not that straightforward. As mentioned in the limitations of the sentiment
analysis approach, any model working in this domain will not be interpretable to the extent
at which the less accurate financial-data-driven models will be. Also, as we have said before
this approach works best with deep learning models, which have multiple layers of neurons
and are highly not interpretable.

The limitations of the hybrid analysis approach

Intuitively this approach seems to be the most promising one. On the other hand, if we
take a closer look, the main two disadvantages can be spotted: finding the relevant data for
different models and formulating the right model to form a more generalized approach. The
problem is that although we have centuries worth of financial data, the availability of data
for the sentiment analysis approach is far scarcer. This would not be a problem for specific
usage of the sentiment approach for solving specific problems with regards to prediction.
On the other hand, when it comes to the moment of combining the sentiment approach and
the financial data approach, we might not be able to find adequate data for maximum
synergy effect. Also, it is not clear which combination of various sentiment-analysis-related
data should be taken for combining it with the technical analysis.

Conclusions and Areas for Future Research

We started with two, simple, industry proven, though not academically formulated
principles to invest in stocks. The essential idea was that while it is important to know,
guess or probabilistically evaluate when a rising stock is going to fall, it is likewise
important to make sure that the long-term understanding or knowledge of the stock’s
performance is taken under consideration by the investor. This in mind, we formulated our
research problems, accordingly,giving importance to the short-range accuracy and long-
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range interpretability/integration of long-range trends in our research for a capable
advanced analytical model to address the research problem. We were able to point out that
the sentiment analysis combined with a highly interpretable technical analysis model within
a Multi Kernel setting is a perfect choice for us. Also, we realized that an LSTM model
could help solve our problems with combining short-term and long-term trends within a
single model. We choose to go on with the LSTM neural network model for reasons
mentioned above. Thus, our following research will conclude this discussion with testing
an LSTM implementation for a specific group of indexes.
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