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Abstract. We investigated correlation retrieval procedure from Hellinger’s distance. We
found monotone relation of Hellinger’s distance and positive correlation in a sub-class of stable
distributed random variables, with α > 1 and µ = β = 0. We implemented a technique suitable
for the class of stable distributions, and showed that this positive relation holds even for the case
of Levy distribution, i.e. α = 1/2, β = 1 and µ = 0.
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1. Introduction and motivation

The problem of quantification of closeness to given distribution are analyzed

using statistical (or probability) metrics and semi-metrics, such as Kolmogorov-

Smirnov, KL-divergence etc ([1]). Closeness to normality is meaningful property for

any set of random variables, as, thanks to central limit theorems, the wider the set,

the closer to Gaussian random variable can be obtained from linear combinations

of random variables considered (The converse procedure have applications in signal

processing see for example [2]). In the paper ([3]) we analyzed method of constructing

financial portfolio that is most Gaussian, based on the squared Hellinger’s distance.

The next step in that vein is to understand, to what extent adding new variable

(new asset) may change the minimum distance found.

Hellinger’s distance

Hellinger’s distance ([4]) is a metric on the space of probability measures, defined

(1.1) H(P,Q) =

(
1

2

∫
Ω

(
√
P −

√
Q)2

)1/2

Given in random variables it quantifies the distance (dissimilarity) between them,

and can be written as follows (here we give the continuous case)

(1.2) H2(X,Y ) =
1

2

∫ ∞

−∞
(
√
fX(x)−

√
fY (x))

2dx = 1−
∫ ∞

−∞

√
fX(x)fY (x)dx
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The notable property of Hellinger’s distance is that it does not quantify the

correlation between random variables as it does consider values taken itself, but

rather the distributions.

Stated differently knowing H2(X,Y ) one can say nothing about the correlation

ρ(X,Y ).

Indeed if X and Y have the same distribution H2(X,Y ) = 0, no matter are they

independent or not.

However, if one consider, instead, H2(X,X + Y ) much more is possible. Here

we analyze the dependence structure of H2(X,Y ) on ρ(X,Y ), and propose possible

retrieval technique, for the subclass of stable distributions. Using triangle inequality

and symmetry, we can thus state H(X + Y,Z) ≤ H(X,X + Y ) +H(X,Z).

So we are interested in the H(X,X+Y ) as a bound for possible minimum. (The

less is this increment, the more is confidence.)

Stable distributions

Class of stable distributions is a class with remarkable property of being closed

(for each α-level) under summation of independent copies, i.e. if X,Y ∼ St(α) then

aX + bY ∼ St(α) ([5]). The class is rather given with characteristic function (some

of the members not having closed-form density function.)

Here we use the original (discontinuous in α) parametrization of the class.

(1.3) ϕ(t|α, β, µ, c) =

{
eitµ−|ct|α(1−iβ tan(πα

2 )sign(t)); α ∈ (0, 1) ∪ (1, 2]

eitµ−|ct|(1+ 2iβ
π ln |t|sign(t))); α = 1

For some values of parameter, no expectation can be calculated, no Pearson correlation

can be determined. Therefore, to understand the dependence of Hellinger’s distance

of correlation, we need to somehow determine correlation coefficient. Different

regularization techniques can be considered to find the correlation. Here we analyze,

rather, dependence on other parameter, which is directly connected with correlation.

Thus, our motivation for the problem is twofold: first in connection with problem

of financial portfolios properties, and second in definition of analogous measure to

correlations using Hellinger’s correlation. In the second section of the paper, we

show the method of determination, and in third section we give main results for the

subclass of stable distribution with special cases of Levy and normal distributions

(some features of Hellinger’s distance of Cauchy distribution are analyzed in [6]).

2. The determination method

We take the following approach of analyzing the correlations.
79



M. T. MESROPYAN, V. G. BARDAKHCHYAN

Let’s consider Gaussian random variables X and Y with correlation coefficient

ρ. As we have explicit form for Hellinger’s distance between Gaussian random

variables, and as X + Y is also Gaussian, we can analyze the Hellinger’s distance

upon correlation directly.

More concretely

(2.1) H2(X,X + Y ) = 1−

√
2σ1

√
σ2
1 + σ2

2 + 2ρσ1σ2

2σ2
1 + σ2

2 + 2ρσ1σ2
e

1
4

µ2
2

2σ2
1+σ2

2+2ρσ1σ2

Where X ∼ N(µ1, σ
2
1); Y ∼ N(µ2, σ

2
2).

The main result here, is that for positive correlations squared Hellinger’s distance

is either increasing or decreasing in ρ. And that there is only one possible minimum

for negative correlations. In order to get similar result for more general α-stable

distributions, we propose the following method. Given three random variables X1,X2,X3

from the same family we construct

X = X1 +X2

Y = X2 +X3

Which are obviously non-independent (excluding the case when X2 is non-random).

To analyze the dependence, we consider their squared Hellinger’s distance

H2(X,X + Y ) = H2(X1 +X2, X1 + 2X2 +X3)

We want to analyze the dependence of Hellinger’s distance of correlation coefficient.

For that purpose, without changing the distributions of X and Y, we change their

correlations.

X(k) := X1k + kX2

Y (k) := X3k + kX2

Taking X1k and X3k such that X(k) and Y (k) have the same distribution as X and

Y respectively 1. We hope Hellinger’s distance will sense the change in k, in some

way. More precisely, we expect monotonic dependence on k, for positive values.

Remark 2.1. . Having distributions of X and X+Y does not guarantee explicit

calculation for correlation coefficient. Any type of correlations can be modelled as

above for stable distributions family, so hopefully one can assess “correlatedness” by

means of Hellinger’s distance.

1Note that the same could be done by defining X(α) = (1 − α)X1α + αX2 and Y (α) =
(1− α)X3α + αX2. We used the above method for simplicity.
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3. Main results

Main result can be formulated by the following theorem.

Theorem 3.1. For stable distributions with α > 1 and µ = β = 0, Hellinger’s

distance H2(X(k), X(k) + Y (k)) is monotonic in k.

Proof. Instead of Hellinger’s distance let’s consider∫ ∞

−∞

√
fX(k)(x)fX(k)+Y (k)(x)dx

=
1√
2π

∫ ∞

−∞

√
fX(k)(x)

∫ ∞

−∞
e−itxe−(|c1k|α+|2kc2|α+|c3k|α)|t|αdtdx

(3.1)

Where we used the fact that X(k) + Y (k) = X1k + X3k + 2kX2k and that each

of them are independent. Note also that the distribution of X(k) does not change

with k so we wrote explicitly only fX(k)+Y (k)(x). As we must have no change in

distribution of X(k) and Y (k), the following relations must be satisfied

(3.2) |c1k|α + |c2|α = |c1|α + |c2|α

(3.3) |c3k|α + |c2|α = |c3|α + |c2|α

Thus we have∫ ∞

−∞

√
fX(k)(x)fX(k)+Y (k)(x)dx

=
1√
2π

∫ ∞

−∞

√
fX(k)(x)

∫ ∞

−∞
e−itxe−(|c1|α+|c3|α+(2α−2)kα|c2|α)|t|αdtdx

Next, as characteristic function depends only on |t|, it is even function, so we can

take only cosine part of eitx, as the sine part integrate to 0 (see [7]).∫ ∞

−∞

√
fX(k)(x)fX(k)+Y (k)(x)dx

=
1√
π

∫ ∞

−∞

√
fX(k)(x)

∫ ∞

0

cos(tx)e−(|c1|α+|c3|α+(2α−2)kα|c2|α)|t|αdtdx

We take derivative with respect to k, and analyze the sign of numerator

(3.4) S :=

∫ ∞

0

cos(tx)e−itxe−(|c1|α+|c3|α+(2α−2)kα|c2|α)|t|α(2α − 2)kα−1tαdt

Denoting θ(k) := |c1|α + |c3|α + (2α − 2)kα|c2|α, we rewrite

S = α(2α − 2)kα−1

∫ ∞

0

cos(tx)e−θ(k)tαtαdt

= α(2α − 2)kα−1
∞∑
j=1

(−1)j

(2j)!
x2j

∫ ∞

0

t2je−θ(k)tαtαdt
(3.5)
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Changing the variable by θ(k)tα = z, we get the following

S = (2α − 2)kα−1
∞∑
j=1

(−1)j

(2j)!
x2j

(
1

θ(k)

) 2j+1
α

∫ ∞

0

z
2j+1

α +1−1e−zdt

= (2α − 2)kα−1
∞∑
j=1

(−1)j

(2j)!
x2j

(
1

θ(k)

) 2j+1
α

Γ(
2j + 1

α
+ 1)

(3.6)

It only remains to state the above series are convergent. Indeed with α > 1 ,
2j+1
α < 2j starting from j > 1

2(α−1) . Note also that Γ( 2j+1
α +1)

(2j)! will converge to 0

faster than (θ(k))
2j+1

α

x2j no matter what x is taken. So the relation will be determined

by the first several terms of sum. This completes the proof. □

Remark 3.1. Note that if α < 1 the series may diverge, thus we have no right to

exchange integral and sum signs.

Levy case

Considering the case of Levy distribution. i.e. the case where α = 1/2, β = 1,

we came to the similar result for Levy’s starting from 0. Indeed

X ∼ Levy(µ, c) ⇐⇒ fX(x) =

√
c√
2π

e−
c

2(x−µ)

(x− µ)3/2

taking

Xi ∼ Levy(0, ci), i = 1, 3

X = X1 +X2;Y = X2 +X3

X ∼ Levy(0,(
√
c1 +

√
c2)

2);Y Levy(0, (
√
c2 +

√
c3)

2)

(3.7)

Defining

X(k) = X1k + kX2;Y (k) = kX2 +X3k

For X(k) and Y (k) to have the same distribution, the following relations must take

place

(3.8) √
c1,k =

√
c1 +

√
c2 −

√
kc2 > 0;

√
c3,k =

√
c3 +

√
c2 −

√
kc2 > 0

In that case
H2(X(k), X(k) + Y (k))

= 1−
√
2

√
(
√
c1 +

√
c2)(

√
c1 + 2

√
c2 +

√
c3 − 2

√
kc2 +

√
2kc2)√

(
√
c1 +

√
c2)2 + (

√
c1 + 2

√
c2 +

√
c3 − 2

√
kc2 +

√
2kc2)2

(3.9)

Which is obviously monotone increasing in k in the region where k can take values

in accordance with (3.8) Note that in the case of Levy distribution the correlation

coefficient can’t be calculated directly, as neither expectation, nor variance are

finitely determined. So to show that k is indeed closely related to correlation we
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exploit regularization techniques with Esscher transform ([8]). Instead of Xi, we

define Xih using Esscher transform as follows

(3.10) fXi,h
=

√
ci√
2π

e−
ci
2x

x3/2

e−hx∫ +∞
0

√
ci√
2π

e−
ci
2x

x3/2 e−hxdx
=

e−
ci
2x

x3/2 e−hx∫ +∞
0

e−
ci
2x

x3/2 e−hxdx

Next one computes correlation coefficient and let’s h tend to 0 ([9]).

Using (3.10) and computing Xh(k), Yh(k), we get the following correlation
ρ(Xh(k), Yh(k)) =

k2V ar(X2h)√
k2V ar(X1h)V ar(X2h) + V ar(X1h)V ar(X3h) + k2V ar(X2h)V ar(X3h)

=
k2

√
c2√

k2
√
c1c2 +

√
c1c3 + k2

√
c2c3

=

√
c2√

1
k2

√
c1c2 +

1
k4

√
c1c3 +

1
k2

√
c2c3

(3.11)

Where we have computed variance with the following formula

(3.12) V ar(Xi,h) =

√
ci

2
√
2h3/2

Note that already h disappeared, even before taking the limit. Hence taking h → 0,

will wake no changes in (3.11).

Finally note that correlation is increasing function of k.
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