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IMAGE RECOGNITION APPROACH FOR MOBILE PLATFORMS

Image recognition, object detection and many more very complex problems can be
solved by deep learning algorithms. However, those algorithms are extremely computation
intensive and can be carried out by powerful general-purpose GPUs. Despite the rise of
semiconductor industry, there is ill very limited computational capacity on maobile
devices, hence, most algorithmic solutions that have been very successful on desktop
computers and servers cannot be directly deployed on them. However, based on
experiments, we see that depthwise neural network models can work efficiently enough for
mobile devices.

Keywords: deep learning, image recognition, convolutional neural network,
depthwise convolutions.

Introduction. Currently, Al is advancing rapidly and deep learning is one of
the contributors to that. Deep learning is a sub-field of machine learning, dealing
with algorithms inspired by the structure and function of the brain called artificial
neural networks [1]. Those algorithms are similar to how nervous system is passing
information through the structure, where each neuron is connected to the other.
Deep learning models work in layers, and atypical modd has at least three layers,
where each layer accepts information from previous and passes to the next one. It
finds complex structures in large datasets by using backpropagation algorithms [2],
to indicate how a machine needs to change its internal parameters that are used to
calculate the representation in each layer from the representation in the previous
layer. In contrast to other known learning algorithms, which stop improving after a
saturation point, deep learning increases its performance with the increase of the
data amount.

The trends to make recognition accuracy higher [3, 4], made networks
deeper and more complicated, therefore, recognition tasks became hard to carry out
in a timely fashion on computationally limited platforms. Intensive calculations
often overheat mobile devices and drain their battery, which makes the usage of
deep learning, with convolutional neural networks, inefficient. For this purpose, in
this article, an efficient network architecture for mobile platform and a comparison
with convolutional neural network will be discussed.
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Convolutional and depthwise neural networks. A convolutional neura
network (CNN) is a class of networks that uses convolutional layers to filter the
inputs and detect valuable information. This kind of networks consist of an input
layer, an output layer and one or more hidden layers. Convolutional layers have
weight and bias values, which are modified in the learning process, to extract the
most possible useful information from the input. Convolutional networks have
become very popular since AlexNext [5], when was clearly demonstrated, how
CNN is capable of achieving record-breaking results on a highly challenging
dataset of 1.2 million high-resolution images. Also their experiments showed that
the depth of the network is really important for achieving good results. By
removing just one layer, the performance dropped significantly. Another good use-
case is demonstrated in [6], where deep convolutional networks are used for the
model of the face verification system. Fig. 1 illustrates how standard cnvolutional
filters work.
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Fig. 1. Standard convolutional filters

Besides convolutional networks, in deep learning algorithms separable
convolutional networks can be used. Those networks are actively discussed in [7]
and [8]. They consist of depthwise and pointwise [9] convolutions. Depthwise
convolution is aform of factorized standard convolution. It applies asingle filter to
each input channel. A standard convolution both filters and combines inputs with a
new set of outputs in one step, while depthwise separable convolution splits this
into two layers for filtering and for combining. The factorization radically reduces
the computation size. Fig 2 illustrates how factorized filters work. Depthwise
networks serve as the base for MobileNets [8], which are a set of efficient
convolutional neural networks.
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Fig. 2. Depthwise convolutional filters
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Comparison Experiment. As discussed above, convolution neural networks
are used to detect fixed-size features in an image, and for each desired feature it has
a separate filter. The most common filter sizes are - 2x2, 3x3, 4x4 and 5x5. In the
process of feature extraction, the input data of an image is being separated into
three color channels - red, green and blue. After, each filter is operating on all color
channels, hence, a 2x2filter will have 2x2x3 operations for an RGB image. The
diagram shown in Fig 3, illustrates how filters are applied on all color channelsin
convolutional neural networks.

Filter 1 (Fx F x 3)

Image Data (WxHx3)

N

Filter 2 (F x F x 3)

Filter 3 (F x F x 3)

Filter 4 (F x F x 3)

\ Filter 5 (F x F x 3)

Fig. 3. A standard convolutional network

Based on the above mentioned, the general computational cost of a standard
convolutional network model can be calculated with the formula (1):

Cost = FxFx* NxCx*W,=*H,, 1)

where the parameters are; F = Filter Size,
N = Number of filters,
C = Number of color channels,
W, = Image output width ,
H, = Image output height.

In the example illustrated in Fig 3, the input image has parameters WxHx3,
which run into a convolutional network with 5 filters, to detect 5 distinct features.
In real applications the number of filters depends on a certain problem and may be
a few dozens, which will dramatically increase calculations, so let us take 128
filters for this example. Each of the filters has a size of FxF size, so it will
effectively require FxFx3 flops. And finally, let’s take the input image with a size
of 112x112x3. Based on formula (1):

Cost = 3*3*128%112 %112 * 3 = 43.5 million flops,
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Now let's calculate the cost of depthwise convolutional networks. As we
discussed above, depthwise convolutional networks operate in a similar way, but
with some differences. In depthwise networks, each filter operates on a single
channel and the number of filters is equal to the number of image input channels.
These two differences imply that every filter operates on each channel separately.
Thus, an image with three channels will need three filters, and each filter will have
an effective size of FxF. The diagram shown in Fig 4, illustrates how depthwise
convolutional networks work. By considering those differences, the general cost of
depthwise neural networks can be calculated with the formula (2):

Cost = FxF x(CxW,*H,. 2

By applying the same 112x112x3 sized image, the cost becomes:
Cost = 3*3x3+112* 112 = 0.34 million flops.

This basic experiment shows, that in comparison to convolutional neura
network models, depthwise neural network models have an astonishing difference,
and can be applied to solve image processing tasks on low computational power
platforms like mobile phones and embedded controllers.

Image Data (WxHx3)

\ ) = - Filter 1 (F x F)
e I:l Filter 2 {F x F)
\ D Filter 3 (F x F)

Fig. 4. A depthwise convolutional network

Conclusion. In this paper, depthwise neural networks are considered as a
preferable solution for mobile platforms, and the deep learning tasks. A
comparative calculation has been made, and the results have proved that the
number of calculation operations in depthwise neural networks are incomparably
low in contrast to standard convolutional networks, and their application will be
feasible for low power mobile devices. Generally speaking, standard convolutions
still outperform depthwise convolutions. However, for mobile devices with limited
computing capacity, depthwise convolutions are the best.
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L.U. z09UtB08UL
TULdUUUL MLUSHNALULESE ZUU UL NMUSYEULENE KULULUUL UNTEBL

Iunp nuunigdwt wygnphpdtpp nsmd Eu wuwwnlbputph fwtwsdwb, opjtljnutph
huyntwpbpdwt b owwn wy) pughpubp: Uwljuy wyn wignphpdutpp yuwhwienid G hwoyn-
nuljui owwn Uks nhunipuikp b hpugnpstih Bu dhuygb piphwimip wpwtwynipjut hqnp qpu-
dhjujut ypngbunputiph Ypu: Quuyws Yhuwhwnnpnsuyhtt nkjuininghwbph qupqugdwip,
poowhtt uwppwiynpmudtph hwpynnulju hgnpmipniiittpp oun vwhdwwthuy By, b htwnbw-
pup’ swin wygnphpuwlub (nisnidlbp, npnip hwennnipjudp Yhpunynid ko pighwbngp
whwlmpjut hudwljupghsubpnud b ubpdbpubpnud, skt Jupnn mgqujhnpt Yhpundy
npuiig ypu: Ujuntwdbuwyuhy, hhdudbny thnpdkph dpw, mbkutnud Bup, np &hon punpqus
hunp nrunigdwt Unpbip Yupnn E pudupup swhnyg wppnitwygbn (htk) oupdwljut yuwn-
Inpdubpnid Yhpwundbtint hwdwp:

Unmubgpuyhli pumkp. funp niumgnud, wuwnlbpubph dwbwsnid, convolutional neural

network, depthwise convolutions:

454



JL.M. OBCEIISIH

MOJIEJIb PACTIO3HABAHUSA U30BPAKEHMI 1151 MOBUJIBHBIX
INIAT®OPM

AJITOPUTMBI TTyGOKOr0 00YYEHHsT MOTYT PEIIUTh MPOOIEMbI PACIIO3HABAHUS H300-
paxeHuii, oGHapykeHUst 00bEKTOB 1 Jip. OHAKO 3TH AITOPUTMBI TPEOYIOT OONBIIHMX BBIYHC-
JIMTENBHBIX PECYPCOB M MOTYT BBIIONHATHCS MOIIHBIMU TPadUuecKUMH TPOIIECCOPAME OOIIEro
Ha3HaueHus. HecMOTpst HAa POCT WHAYCTPHH TOIYMPOBOJHUKOB, BBIUUCITUTEIBHBIC BO3MOXK-
HOCTH MOOWJIBHBIX YCTPOMCTB BCE €llle OYeHb OrpaHr4eHbl. [109ToMy GOJIBIIMHCTBO anro-
PUTMHYECKHX PELICHUH, KOTOpble OBUTH JOBOJILHO YCIEIIHBIMH HA HACTOJIBHBIX KOMITBIOTE-
pax M cepBepax, HE MOTYT OBITh HENOCPEICTBEHHO HCIIOIB30BAaHBI B HUX. DKCIEPUMEHTEI
noKa3ajM, 4YTo HcHoyb3oBaHue depthwise HEeHpOHHBIX ceTeil MOXKeT OBITh JOCTATOYHO
3¢ PEKTUBHBIM U1l MOOMIIBHBIX TIAT(OPM.

Knioueswte cnoga: rmybokoe o0ydeHue, paclio3HaBaHUE N300paXeHUH, CBEpTOUHbIE
HelpoHHbIe ceTH, depthwise HelipoHHbIe ceTH.
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