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CUT-OFF CIRCUIT FOR DUAL RAIL SRAM PERIPHERY WITH
IMPROVED DYNAMIC POWER

New circuit technique to reduce the dynamic mode power of SRAM is proposed.
A cut-off-circuit (COC) is proposed to turn off the periphery voltage while keeping
memory array voltage as high. This circuit is implemented in a dual-rail-supply SRAM.
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Introduction. Nowadays, mobile applications are widely used such as
smartphone processors, autopilot cars or virtual-reality headsets, and one of the
main challenges for those devices is SRAM memories, that can be operated in a
low-power state to extend the battery life [1]. One of the methods for power
reduction is the power management mode, which affects the design architecture
more than clock gating. It increases time delays, as power gated modes must be
safely entered and deduced. Architectural trade-offs exist between designing the
amount of leakage power saving in low power modes and the energy dissipation
to enter and exit the low power modes. An externally switched power supply is a
very basic form of power gating to achieve long-term leakage power reduction. To
shut off the block for small intervals of time, internal power gating is more
suitable, such as power gating, with light sleep mode, which can drop the array
to the lowest poseable active power setting, deep sleep, which drops the array
voltage to the lowest possible retention power and shut down mode which turns
off the array with no data retention, so the array and periphery are power-gated.
But the disadvantage of these modes is the area loss, to overcome this problem, a
cut-off-circuit (COC) is proposed. Due to this method, the external CUT signal
can control the supply switch of the memory periphery, and at the same time
keep the memory array content. This paper demonstrates the cut-off circuit,
with improved dynamic power. The rest of the paper is organized as follows. In
the first section, the schematic design and operation of the conventional power
gating schemes are described. The proposed COC scheme for dual-rail memory
architecture is explained in detail in the “proposed cut off circuit and operations
for dual rail SRAM periphery” section.
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Problems and justification of the methodology:

A.Normal Sleep-Circuit.

One of the widely used power gating feature is data-retention gated power
[2] scheme, which is provides lower supply across the memory cells, using
header and footer devices during the sleep mode (Fig.1). The active current is
controlled by the input ENP signal, which activate the PMOS transistor, so
internal-VDD starts falling.
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Fig. 1. Normal Sleep Circuit

The normal mode active sink, controlled by the ENN signal, which
activate the NMOS transistor and due to that internal-GND plane starts rising.

B. Sleep-Circuit with P-Diode.

When the PMOS transistor becomes fast and the NMOS transistor
becomes slow, the value of internal GND increases dramatically, despite the
low leakage. This is the problem in normal sleep-circuit at cross corners.
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Fig. 2. Sleep Circuit with Footer P-Diode
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Due to large process variations, a situation arrives, when at cross corner
conditions, rail-to-rail voltage becomes minimum. The solution for these
phenomena is to append the P-diode on the internal GND (Fig. 2). To meet the
threshold voltage requirement, the p-diode bulk is connected to the ground. Internal-
VDD level is reduced because of the increased leakage, which in turn is a feedback to
the bulk of P-diode, reducing the threshold voltage of this device.

C. Sleep-Circuit with Header Feedback P-Diode.

The above mentioned method, however has a problem when both devices
(NMOS and PMOS) are slow. At this point, the internal-VDD has an inordinate
value drop. Moreover, to solve this challenge, in addition to footer p-diode, it is
decided to use one more p-diode on the header with a feedback (Fig. 3), which will
take care of the drop. This feedback reduces the threshold voltage of the header p-
diode, thus precludes the internal-vVDD from falling to a certain value. The same
method can be used at the footer p-diode with an internal-GND. At low
temperatures, threshold voltage increases and a stability [3] problem arrives, due to
severe reduction in rail-to-rail-voltage, which creates a limitation for the low
voltage designs [4]. This is undesirable if such a restriction occurs with a very low
leakage condition or corner, where sleep circuit is not required.
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Fig.3. Sleep Circuit with Header Feedback P-Diode

SRAM with dual rail option. The disadvantage of the methods mentioned
in the upper section is the area loss when SRAM memory has two physically
separated supply voltages for array and periphery, because all the methods are
applied on a single SRAM cell, so if the number of words and the number of bits
are big, the sleep circuits will dramatically affect the full memory area. Firstly, to
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separate the supply for the array and the periphery, the dual rail option is enabled
in memory, the periphery power rail and the array power rail are physically
separated. Level shifters are used at the boundary of the array, allowing to run the
memory array and periphery at different voltages. There are two types of level
shifter implementation. If performance is not critical, then periphery voltage can
be reduced till the minimum logic functional voltage and, at the same time,
keeping the array at the minimum array voltage. In this way, dynamic power is
reduced in periphery [5].

1. Level shifters at memory top boundary.

2. Level shifters between control cells and array matrix.

Level shifters at memory top boundary.

Level shifters are added at the memory macro top boundary (Fig. 4),
periphery gets the array supply and external supply (VDD) connects to memory
input pins. In this case higher internal periphery operating voltage may enable
higher speed, but there is no any advantage in dynamic power from the macro
when external supply goes low as internal periphery is at higher voltage.

VDD External VDD Array
1

Level Shifters

925755558

|\-"SS Periphery |\-’SS Array

VSS External |

Fig. 4. Dual Rail implementation on top of the memory

Level shifters between control cells and array matrix

Level shifters are added between the periphery and array matrices (Fig. 5).
VDD periphery supply is connected to the chip level VDD. Memory macro power
is mostly consumed by periphery and it gets power reduction from lower voltage.
Some voltage gap between the array and periphery supply can provide lower
power.
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Fig. 5. Dual rail implementation between periphery and array

Proposed cut off circuit and operations for dual rail SRAM periphery.
The proposed cut-off-circuit feature is used only when the memory has dual rail
option. This circuit can be used to put memory in power down mode, which will
allow the periphery supply to turn off completely and keep the memory content.
In Fig. 6, the top-level structure of the COC circuit is shown.

VDD _array
Output
switch Arrav
Level voltage
Shifter ag
switch

T V8s CUT

Fig. 6. Top level implementation of COC

This consists of level shifter, array voltage switch and one NMOS
transistor. The control signal is CUT, when it is "1" the via NMOS the VSS_CUT
discharges to GND, when it is "0" the VSS_CUT is isolated from GND and the
source of N2 transistor from level shifter will be floating. This will give an
opportunity to control the output switch when CUT signal is disabled and IN and
IN inverse signals are respectively "0" and "1". In Fig. 7, the structure of the level
shifter is shown. When CUT signal is low, and IN is low the drain of N2 transistor
is floating, the P2 is cut off and the current flows from the VDD _array to the
output switch. Because the P3 size is small, less current flows along P3. Thus, the
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power decreases. The Array voltage switch is presented to control the memory
matrix supply, thereby the information in the bit cells can be maintained (Fig. 8).

Output
switch

Fig. 7. Structure of level shifter

VDD _array
Output
switch
T ——
VDD _array
Internal

Fig. 8. Structure of the array voltage switch

Measurement results. 512-b SRAM with 6T bitcell and proposed technique
has been designed in a 28-NM CMOS technology. The power management is
disabled in this memory and the cut-off mode is enabled.
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Fig. 9. COC scheme implementation

The memory array is created with 64 physical rows and 8 physical columns.
The proposed COC scheme is implemented for the memory array Fig. 9. The
peripheral circuit, such as sense amplifiers, control circuit are placed as shown in
Fig. 9.

Dynamic power and memory area values for the main PVT corner without
using COC scheme is presented in Table 1.
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Table 1
Results for regular SRAM

Description Value
Dynamic Power(uWw) 7.77
Area(SM) 300.41

After the COC scheme implementation the dynamic power and the memory
area parameters have the following values (Table 2).

Table 2
Results for regular SRAM with COC scheme

Description Value
Dynamic Power(uw) 7.372
Area(SM) 349.52

As a result, by applying the COC scheme in the SRAM memory, the difference
in dynamic power is decreased around 5%, but at the same time, the area is
increased by 16%.

Conclusion. 6T SRAM has been presented with an inbuilt cut-off-circuit
(COC) scheme to reduce the dynamic power of SRAM. This technique saves
dynamic power for the read/write operations. The scheme can be implemented on
any SRAM, which has dual rail option. It selectively activates the CUT signal and
gives an opportunity to turn off periphery supply and keep memory content then
deactivates CUT. As a result, during the read/write cycles, the dynamic power is
saved. The dynamic power saving is around 5%, the disadvantage of this method is
the memory area increase by 16%.
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CXEMA JIJISI CHUKEHUSI JMHAMUWYECKOM MOIIIHOCTH B
CTATHUYECKOM MAMSTHU C IPOU3BOJILHBIM JJOCTYIIOM

[Ipennoxxena HOBast cxema JUlsl CHU)KEHHS MOLHOCTH IMHAMUYECKOT0 pPeXruMa cTa-
TUYECKOM NaMsITH ¢ MPOU3BOJILHBIM AocTynoM. [Ipeanaraercs uenb, KOTOpas OTKIIOYAET
HanpspKeHue rnepudepuu, IMPU 3TOM COXpaHss HANPSHKCHUE MATPHIBI MaMiITH. B oTiomuue
OT APYTrUX METOJOB CHIKEHUSI JUHAMHYECKONW MOIIHOCTH, MPEIJIOXKEHHBIH METOA UMEET
MEHBIIYIO pa3HUITY B IJIONIAHM MAMSTH U B TO XK€ BpeMs o0ecrieunBaeT HauboJIbIlee CHU-
KEeHHe TMHAMUYIECKOH MOIIHOCTH. JTa CXeMa pear30BaHa B CTATUUECKOW MaMSATH C MPOU3-
BOJIbHBIM JIOCTYIIOM C JIByMsI IIMHAMU UTaHUSI.

Knrouegvle cnoea: cratuueckasi nmaMsTh MPOU3BOJIBHOTO JOCTYIA, MOIIHOCTb, HArps-
JKeHUEe, JUHAMHWYECKHH, TBOMHAS IITUHA.
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