ISSN 0002-306X. U3B. HAH PA n TNYA. Cep. TH. 2014. T. LXVII, Ne 4,

UDC 538.913 INFORMATION SYSTEMS, ELECTRONICS AND
SCIENTIFIC INSTRUMENTATION

AFRA MOSATAFAEI

MODELING THE ENERGY MANAGEMENT SYSTEM TAKING INTO
ACCOUNT THE LOAD CHARACTERISTICS AND ECONOMIC
PERFORMANCE

Electrical load management (ELM)[3] is one of the most basic and most important
branches of demand side management (DSM)[3]. Energy management in the proposed system
is carried out by load management. Load management techniques divided into three main
categories - load shading, valley filling and load shifting. However, these methods are used
depending on the load type and the desired policy of the government and also considering the
possibility of the methods used, taking into account that the most effective and popular method
is load shading. In the proposed method, the outputs of the optimal sizing using the algorithm
of Particle Swarm Optimization (PSO)[2] allowing to choose the number of wind generator
(WG)s, modules of photovoltaic (PV) and batteries. The number of variables must be
optimized in such a way that the ultimate 20-year cost of using the system is equal to the
lowest possible value.

Keywords: load management, hybrid system, energy efficiency, PSO algorithm (Particle
Swarm Optimization).

Introduction. Because of the discontinuous characteristic of wind and solar
radiation, the most important issue in designing such systems is to supply reliable load
under different atmospheric conditions according to the costs involved. Due to the
diversity in types of commercially available of the PVs, WGs and batteries, the aim to
select the number and type of equipment intended to supply continuous load with
minimum costs will be achieved.

The purpose of this study is selecting the combination from among existing
commercial equipment’s of the hybrid system studied for a complete coverage of the
load in a period of 20 years. The best combination is a compound that has the lowest
cost during the study period. These costs will include the cost of investment and
maintenance. Optimization variables are the number of PV modules, number of WG
turbines and the battery capacity needed. There are various algorithms and
optimization techniques, but we suggest using PSO algorithm having in our opinion , a
great potential. This algorithm is a relatively new algorithm and its introduction goes
back to 1995 [1]. This algorithm is based on Social Intelligence of the organisms that
live in mass. The advantages of PSO to the genetic algorithm, in terms of speed and in
terms of not being stuck in local extremes are shown. The above interpretations were
motivated that in the present study, instead of using a genetic algorithm a PSO
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algorithm is used. For organizing the simulation of the system energy management,
we need to create formal models of the investigated object, the formulations of the
system consist of the modeling systems.

Load management and methods of its application. A method applied to this
system in the energy management is described below [3].

Dimensions of demand side management: 1. Load management. 2.Energy
efficiency. 3. Energy revival. 4. Virtual power plant

Now, we'll explain these cases:

1. Load management

The goal of load management is to adjust the load curve with one of the following
methods:

- Load Shading - Valley Filling - Load Shifting

The tools needed to achieve these goals include:

Load clipping programs. This includes the following items:

1.

Interruptible demands: load of this kind of clients will be disconnected
remotely or other methods under the previous agreements by receiving a
payment.
Direct load management control: in this method of operation, the system will
disconnect certain loads of customers in accordance with the prior notice to
the customer's address and prior agreement and pay him with this load
clipping which is related to regional conditions and load curve is the final goal
of the network.
Demand bidding/buy-back: In this way, according to previous agreements of
the large customers who previously had won the bid, we do not use their
capacity during the peak and get a higher price from the entity responsible.
Emergency demand response: These programs create incentives for customers
to reduce load in the events when the load cutoff can also optionally be
included. On the whole, this program is voluntary, and customers will not be
fined if they do not interrupt their load and the final group of power network
for its planning on these programs does not count.
Load reduction proportional to the capacity: in this program, customers are
obliged to reduce their load with the receipt of funds in some events and
otherwise are fine. But customers for this case offer a fixed price and
accordingly the resources that are quickly exploited, are predicted.
Utilities: This program focuses on operational reliability as a source of great
possibilities with regard to this issue that programmers extend the ideas of
measuring the long-term and seasonal reliability in time of criteria
development.
Dynamic pricing program:
Pricing based on consumption of the Time Of Use (TOU )
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2. Critical Peak Pricing (CPP).

3. Real Time Pricing (RTP).

Other load management tools can be mentioned the following:

- Storage techniques such as Ice storage, Heat Storage, Pump Storage
Production relocation planning

Voluntary load reduction programs

- Attachment work programs included daily and weekly

2. Energy efficiency

The goal of energy efficiency is the following figure, showing the increase in the
electric energy efficiency both in production and consumption.

However, this aspect of consumption management includes the following ways:
Low consumption lamps
Lighting Control Systems
Water pumps and motors with adjustable speed
Transformers with high efficiency
Storage in the final consumer devices: furnishings and buildings and boiling
engines and pumps and ventilation systems, etc.

3. Energy revival

In this section, methods such as the following can be considered:
1. Changing the settings of the thermostats

Reducing work hours

Virtual power plants:

CHP (combined Heat and power )

. DG (Distribute Generation)

With regard to the descriptions in this section, we can say that load management
techniques are the three main categories of load shading, valley filling and load
shifting. However, these methods are used depending on the load type and the desired
policy of the government and also considering the possibility of developing whichever
method is possible, but an effective and popular method is load shading. The
comparison of the energy management with the load management and without
applying the load management is done by this procedure.

Modeling and simulation of system performance PV/WG (photovoltaic/Wind
generator). In the study conducted as shown in [4], the system performance is
simulated with time steps of 1 hour for one year. Power generated by PV and WG
during each time step is assumed constant. Thus, the power generated by renewable
energy sources will be numerically equal to the energy produced during the time step.
Characteristics of the current — voltage and power - voltage of a PV array for each
production unit shown in Figure 1[4] is composed of parallel modules NP and series

modules NS. The maximum power output of the PV array P,(t) , on the i-th day
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(1 <i < 365)and at the t-th hour (1 < t < 24), using the module specification in
the standard test conditions ( STC, cell temperature of 25 °© C and radiation of 1
kW/m2 ) provided by the manufacturer, is calculated. Using the ambient temperature
and solar radiation, following equations[4] clearly express the behavior of a module.

Piy(t) = N Np. Vi (). Iic (£)- FF(t) | (1)
lic = Usc.ore + Ki[Té(0) — 25°C1) &0, @)
Voc(t) = Voc.ste — Ky TE(L), 3)
THE) = TH(E) + 2 2261(e), (4)

where I (t) is the short-circuit current of module( A ), Iscgrc is the short-circuit
current of module in the standard test conditions (A), Gi(t) is the amount of radiation
that treats with the PV module level (W/m2), K, is the temperature coefficient of short
circuit current (4 /°C), Vi¢(t) is the open circuit voltage (V), Vossrc 1S the open
circuit voltage in the standard test conditions (V), Ky is the temperature coefficient of
open circuit voltage (V/°C),T4(t) is the ambient temperature (°C),NCOT is the
nominal cell operating temperature (°C) and FFi(t), all these are provided by the
manufacturer.
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Fig. 1. The output power characteristics WG and PV: (a) current - voltage and power - voltage
characteristic of the PV module and (b) power characteristic based on the wind speed WG

Real power transferred from the PV to the battery bank, Pby,(t)(w), to the
maximum output power of the PV array, Pby, (t)(w) is calculated after the passage of
the conversion factor of the charger battery, ns, which is obtained from the following
equation[4]:

Py (t)

Ng =nq.Ny, (5-1)

where nyis the efficiency of power electronics devices that are specified by the
manufacturer and n; is the conversion factor that is related to the battery charging
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algorithm and shows the deviation of the actual power generated by PV from the
maximum obtainable power.

The output power Graph based on wind speed WG is shown in Figure 1-b. Such a
graph is drawn by the manufacturer and typically represents real power transferred
from WG to the battery bank and includes the effectiveness of the charger battery
efficiency, and if it exists, the functioning MPPT. (Maximum Power Point Tracker)
Consequently, there is no need to model the charger battery characteristics in the
WGs. This diagram, in the form of a lookup table in the optimization algorithm, is
introduced relating the turbine output to the wind speed. The Input power to the
battery bank from the wind turbine at an hour of the t-th from the day of the i-th,
PLc()(W) is calculated from the following equation [2]:
Py—P;

Pira(t) = Py + [VI(t) = V4] —

(5-2)

where Vi(t) is the wind speed (m/s) at the turbine installation place, and (P,,V,),
(P,,V,) are the pairs of speed and power stored in a lookup table, with the condition
that v, < vi(t) <v, The average minimum and maximum wind speed in your
region is V,-V; and average minimum and maximum power in your region is p,-p:.[3]
the total transmitted power from PV and WG to the battery bank, P, (t)(W), during
the day of i-th 1 <i <365 and hour of tth 1 <t < 24, is calculated from the
following equation [2]:

PL () = Npy. Phy(£) + Nyg. Pl (t) (5-3)

where N, is the total number of PV modules and Ny is the total number of WGs.

Minimizing costs using intelligent algorithm PSO(particle swarm optimization).
Evolutionary computation techniques (EC) benefit from a set of acceptable solutions
called population and determines the optimum solution through cooperation and
competition among the individual members of this population. In difficult
optimization problems, these techniques often find optimal point faster than traditional
optimization methods. The most common techniques of EC involve the evolution
strategies, genetic algorithms, genetic programming and evolutionary programming,
inspired by the natural evolutionary mechanisms [5].

Particle Swarm Optimization algorithm (PSO) is placed in the set of swarm
intelligence methods. Over the past decade, PSO has become increasingly popular due
to the high potential for solving difficult optimization problems.

The ideas of PSO, instead of being encouraged by the evolutionary mechanisms
of natural selection, are influenced by social behavior of flock’s organs like those of
birds and fish. It was observed that the behavior of the constituent members of a flock
is formed by a set of basic rules such as speed coordination with the nearest neighbor
and acceleration based on distance. In this context, it has been claimed that the PSO is
the mutation which is instinctively done.
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PSO is a population algorithm, where members search for a desired area. In this
bunch of population, the swarm and each member is called particle. Each particle
moves with adjustable speed in the search space and keeps the best previous position
itself in its memory. In the whole space of the algorithmic search, the best position
achieved by the whole series is to inform all other particles.

Of course, different techniques and many approaches have been proposed to
increase the efficiency of the algorithm while dealing with various problems
depending on the type of issues that may affect algorithm (approaches such as the use
of the constriction factor, multi start technique, deflection technique, stretching
technique, ...) but since in this study, there is no need to have more approaches than
the mentioned ones, the further details can be avoided in this case. More information
about the efficiency of the solutions mentioned is available in reference [5]. What will
be applied in the present study is a simple algorithm PSO using the inertia weight that
will ensure the optimized solutions obtained, the problem will be addressed to several
times and with different initial populations ( multi start technique ).

The minimization problem using PSO. In the proposed method, the outputs of
the optimal sizing using the algorithm PSO are the number of WGs, modules PV and
batteries. The number of variables must be optimized so that the ultimate 20-year cost
of the system should be equal to the lowest possible value.

The total cost of the system J(X)($) is the sum of capital costs C.(X)($) and
maintenance costs cm(X)($).[5]

minxU(X)} = minx{Cc X) + Cn (X)}' (6)

where X is the vector of decision variables mentioned above.
Therefore, the aim of this multi-variable optimization is minimizing a function
including the initial and ongoing 20-year costs of each of the parts used in the system.

J(X) = Npy. (Cpy + 20Mpy) + Nyg. (Cwg + 20My6) + Npar. [Cpar. par + 1) +
+Mpyr. (20 = ypar — DI + N&y [CH e + 1) + M. (20 — yg/ — 1] +
+ Ny [Cinvy- vy + 1) + My (20 — yppy — D], (7)

wherein:
X = [Npv, Nwq, Npar] , (8)
According to the conditions:

Npy =0, ©)
Nwe =0, (10)
Ngar =0, (11)
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I')Supply(l: t, X) 2 I"Demand (1' t) fOI‘{ t=1,23,..,24 (12)

where CPV is the cost of photovoltaic, CWG is the cost of wind energy, CBAT is the
cost of battery, CE) are respectively the capital cost of a PV module, WG, battery and
PV charger battery and CINV is the capital cost of inverter DC/AC required for the
system. Similarly, MPV, MWG, MBAT and M}Y are respectively the maintenance
cost ($/year) of a PV module, WG, battery and PV charger battery and MINV is the
maintenance cost of inverter DC/AC required for the system. yINV,yfY, yBAT are
respectively the number of replacement frequency of the inverter DC/AC and each of
the PV chargers battery and batteries during 20 years of the system is performance.
The number of inverter replacement frequency during the system lifetime (20 years) is
equal to that of the system divided by the mean time between the failures of the power
electronic converter. (Note that the initial installation is considered as a replacement.

The last condition is the ability or inability of the composition obtained for the
system to meet the load requirement. This condition is tested at each step of
simulation and even if in one step, it fails, the composition obtained is known to be
inappropriate and will be removed from the possible plans.

The simulation results. To evaluate the proposed method, a hybrid power plant
of wind - solar is simulated whose results can be seen below. This plant is simulated
based on the data related to the wind and radiation survey of the East region of Iran .It
should be noted that the costs obtained are based on the prices in the [4] and based on
the dollar ($) and the load profiles under study to test the reliability of a variable load
profiles with a maximum value are 20Kw. Annual profiles of wind speed sampled at a
height of 40 meters and intervals of 1-hour, an average of 24 hours in a 52-week year
is shown in Figure 2. Since wind is a random phenomenon, the probability that the
annual wind profiles in one year will be repeated identically next year is very low and,
in fact, equal to zero. Therefore, in order to enhance the credibility of the simulation
results, from the 24-hour profiles of the wind at intervals of a week are averaged.
Thus, for instance, the wind speed is averaged at 12 o'clock, during the days of the
first week of March, and 4.9 m/s are obtained. Now, it is assumed that in the coming
years as well, at 12 o'clock of the days of the first week of March, the wind will be
blowing at a speed of 4.9 m/s. This has two major advantages: first the results would
be more valid because each hour, the probability of the wind blowing at a speed equal
to the weekly average of the wind speed over the past year and at the same time much
greater than the probability of wind blowing at a speed exactly equal to the speed for
the same time of the previous year.

In conclusion, the results of simulation in terms of working with the weekly
average will have more credibility than the results obtained from the simulation with
exact duplicate data. Second, instead of the simulation during time step 8760 ( one
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year of 365 days is assumed to be equal to 8760 hours ), the simulation can be done in
time step 52x24=1248 (one year is equal to 52 weeks and each week will also include
a 24 hour profiles).

Thus, the volume and time of computations and memory requirements are
reduced about 7 times. Profiles of blowing and horizontal-vertical radiation of the
wind and load consumption during one year that are obtained by taking the average of
24 hours over 52 weeks are shown in Figures 2 and 3.
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Fig. 2. 24-hour average of the wind over the 52 weeks of the year
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Fig. 3. 24 -hour average of the horizontal and vertical radiation over the 52 weeks of the year

An optimum combination of solar-wind a hybrid power plant. Technical and
economic characteristics of equipment used in a hybrid power plant studied are as
follows:

- Wind turbines with nominal power 50000W, installation height 15m, low cutoff

speed 2.5 m/s, nominal speed 11 m/s, high cutoff speed 24 m/s, price 200000$.

- a PV module with nominal power 6000W, price 30000$.

- a Battery with a nominal capacity 2000 Ah, DODmax = 80%, charge and

discharge efficiency 85%, lifetime 3 years, price 6000$.

The annual maintenance cost of any equipment is considered to be equal to 1% of
the initial cost of buying them.

The main functions of the optimization are as follows:
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Generation production. Each generation comprises a bunch containing several
particles that each particle actually shows a particular combination for the hybrid
power plant intended. Each particle is shown with a three-dimensional vector
containing a number of WGs, PV modules and batteries (8).

Compare the particles (compounds)-conditions (9 to 12)

Determine the suitability of each combination. If a composition violates the
maximum one of the conditions (9 to 12), it actually becomes an unacceptable
composition for the system and very large fines are charged for it. But if, the
combination is correct according to the conditions above, it is recognized as an
acceptable combination for the system and based on Equation 7, the suitability (cost)
of the combination is calculated.

Next generation production, and repetition of the above steps.

The algorithm stops after producing a limited number of generations (100
generations) and the best answer obtained is known as the most optimal possible
combination. In the simulation part, as its name implies, to simulate the compounds
produced in each generation are paid, as desired combination for one year, with data
on blowing, radiation and load shown in Figures 2 and 3 are simulated. If even, in one
of the steps of simulation, the system is unable to meet the load, then the condition is
violated, condition (12) is violated and the combination with getting a large fine
actually becomes an unacceptable combination. But if the system is able to supply the
load at all stages of simulation, the simulation is over successfully and this would
mean that the combination is correct in condition (12).

The above program runs with the initial population equal to 60 individuals and
for 500 generations.

The operation time of the above program is approximately 3 minutes on a
Pentium IV with 1024 MB RAM. Figure 4 shows the trend of convergence of the
above program in five independent executions. It can be seen that almost all
executions in less than 150 generations will converge to the optimal answer.
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Fig. 4. The convergence trend of the program written in five independent executions
(Populations equal to 60 individuals and for 500 generations)
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An interesting thing is that the program execution with population of 30
individuals and 100 generations to reach the optimal solution will suffice. This, with
the same previous system lasts 60 seconds, just in order to ensure the convergence
program to the global optimal answer, the program had better be run several times (5
times) consecutively (multistate technique).

The last thing is, since the final composition should include correct arrays, it is
better to surround the space to obtain results which are real and non-integer, the search
is performed to obtain the best combination. Since, this problem has only three
variables, it will be easy to do.

Conclusions. The main purposes of combining wind and solar units are to
provide more reliable load consumption under different climate conditions and on the
other hand, to reduce the required costs of the system and also effects of load
management on the economic and energy management issue. This study focuses on a
detailed examination of the costs of a wind-solar hybrid power plant independently
over a 20 year period. The storage system used is a lead - acid battery bank and in
addition to the cost of production and storage units, costs related to power electronic
equipments such as battery systems and charger and DC/AC inverter are also
considered in calculations.

Choosing the optimal combination of a power plant has been conducted using
particle-bunch optimization algorithm. The condition that in the process of problem
solving has always been considered is the full coverage of the load in the whole year.
It seems that, since the new algorithm is used, and the effects of various factors are
considered, this work is unique in its kind. Features of this algorithm include
simplicity, speed and convergence to the global optimum point.
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Udru unrusSudusth

ELELQUUUGUAULUUL ZUUTUUCSh UNTULUMNCNRUC 2UGdE UGUD PERD
ALNPEUANELT BY SLSEUUTYUL UMSNRLUYESNRE3NR LA

NMuwhwigwplyh Jjunrwjupdwt nkuwiyniithg wdkwhpdtwlwip b juplnpp pheh HEjwn-
pujut junwjupnudl E Unwowplynn hwdwlupgnid junwjwpnidp tukpquutnigdwt wu-
wupbkqmud hpwjuwbwgynud k pieh jupwjupdwdp: Finh junwjupdwt dbpnnubpp tkpju-
juind & bpkp hhutwlwh quubpny phoh wigwnnud, wwpuwspmd phnh pwppunid, phnh
thnuwbownnid: Uwluyh wyn dkpngubph oqgnugnpsynud k' juu]ws phoh wkuwlhg b fu-
nuwjupnipjut Jupwé punupwljuinipiniihg, b ghunwplynid ki oqgunugnpédynn dkpnnubph
hwpunpmipnibbbpp hwoyh wntkyng wy, np wpynibugbn ne wwpwsjws dkpnn Ephoh
wpwwnnuup: Unwewnplynny mwppkpuynid tjptph oywuhdwy swithubkpp, ogunugnpstiny dwu-
twlh dpwynpdudp oyunhdwjugdwt wignphpup, htwpwynpnipnit £ wnnwhu npnoknt hng-
dwghkubkpunnpubph puwtwlp, $nunnynpuuuyghtt mwupptph b wynidnyjunnpibph pwtwlyp: en-
thnfuwjutitbph pwtwlp oyynhdwjugqws £ wytybu, np hwdwlupgh 20 - wdju oguugnps-
dwt wpdtipp YEpeuwjutuy bu uinugyh tjuqugnyyp:

Unwigpughl punkp. pinh Junwwpnud, hhpphny hudwljupg, tutpginhl wpynibwuygb-
unipntl, twubwlh pdpudnpdudp oyynhdwjugdwi (UTVO) wignphpd:

ADOPPA MYCTAPAEN

MOAEJIUPOBAHUE CUCTEMbI DQHEPITOMEHEJXKXMEHTA C YYETOM
XAPAKTEPUCTHUK HAT'PY3KHA U SKOHOMUYECKOM YOOEKTUBHOCTH

Onektprveckoe yrpasieHue Harpyskoit (ELM) sBisieTcss oHIM U3 OCHOBHBIX M HamboJee
BaXHBIX I yrpasieHus cupocoB (DSM). B mpemnaraemoii cucteMe MEHEKMEHT B 3HEPTO-
MTUTaHUM OCYIIECTBIISIET yIPaBICHUE HAarpy3Koil. MeTobl yIpaBieHHsI Harpy3KoH pa3iestoTCs
Ha TPHU OCHOBHBIE KaTETOPHH - 3aTCHEHHE Harpy3KH, pacrpeelieHHe Harpy3KH 10 TEPPUTOPUH U
NepeKiouYeHne Harpy3ku. OJJHaKO 3TH METO/IbI HCTIONB3YIOTCS B 3aBUCHMOCTH OT THIIa HAarpy3KH U
MIPOBOMMON TIPABUTENBECTBOM HOJIMTUKH. PaccMaTprBaroTCsi BO3MOXKHOCTH HCTIONB3yEMBIX METO-
JIOB C YYETOM TOTO, YTO CTOJIb ke I(P(HEKTUBHBIM U TOMYJSIPHBIM METOJIOM SIBIISIETCS 3aTEHEHHUE
Harpysku. B npeamaraeMomM croco6e BEIXOAbI ONTUMAIIbHBIX Pa3MEpOB C UCIIOJIb30BaHUEM all-
rOpUTMA ONTUMHU3AIMK C YaCTUUHBIM rpymrrmpoBanueM (Particle Swarm Optimization) (PSO) naror
HaM BO3MOXKHOCTH BBIOpaTh KoJm4decTBO BeTporeHeparopa (WG), momymn u3 (GOTOBOIBTAHK
(PV) u Garapen. Ynciio mepeMeHHbIX ONTUMHU3UPOBAHO TaKMM OOpa3oM, 4TOOBI B KOHEYHOM
UTOTE CTOMMOCTB MCIIOJIb30BaHUs cucTeMbl 3a 20 jieT Oblila MUHUMAaJIbHOM.

Kniouesvie cnosa: ynpasnenne Harpy3Kkoi, THOpHIHAsI CUCTeMa, dHepreTudeckas 3pdex-
THBHOCTD, &JITOPUTM ONITHMH3AINH C YaCTHYHBIM rpymnnuposanneM (PSO).
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