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AN APPROACH OF STAR MEMORY SYSTEM USE FLOW AUTOMATION AND ITS
VERIFICATION

Modern SoC design restricted with Time to Market and yield. A widely used IP block in
SoC is an embedded memory which is more inclined to defects. One of the well-known
Infrastructural IP is a STAR Memory System (SMS) which is a general solution of BIST and
repair. This paper introduces an approach of SMS use flow template library construction with
application of formal verification algorithm. It is implemented as a supporting tool to optimize
the SMS use flow design and verify the customer needs.

Keywords: STAR Memory System, use flow, formal verification, System-on-Chip, build
in self-test, intellectual property.

Introduction. Every new semiconductor technology node provides further
miniaturization and higher performance. On the other hand, the growth in demand for
System-on-Chips (SoCs) has spurred a flood of better, faster, smaller chips. The
creation of such SoCs necessitates using several embedded IP blocks from different
vendors. Most of the known IP blocks, though, are functional ones, such as embedded
processor, embedded memory, embedded analog, etc. Rather, infrastructure IP is
embedded in an IC solely to ensure its manufacturability and lifetime reliability [1].

It is reasonable to notice that embedded memory IPs become the major
component of SoC that will occupy more than 94% SoC area in the year 2014 [2]. In
the aspect of manufacturing yield, embedded memories are more inclined to defects
than other SoC components. To improve the yield, the embedded memories should be
armed with redundancy [3]. In general, SoC obtains the BIST that is used to perform
only testing while BIRA and BISR [4]. Components of the engine are necessary for
repairing the embedded memories. One of the well-known build in test and repair
solutions is a STAR Memory System (SMS) [3] that is a complete solution of build in
test and repair which provides a full set of infrastructural IP compilers with the
corresponding generation, insertion and verification tools.

Customers usually use different IP blocks with a wide range of SMS components
to build their SMS use flows. It means that the customers have to learn all SMS
components with taking into account all their specific details. As a result, the use flow
design can become time consuming and an error prone process. One of the possible
ways of using the flow design optimization is encapsulation of its complexity by
providing a standard mechanism of SMS usage. Analysis of various customer use
flows has revealed that there are some standard use flows of SMS usage. Those use
flows are templates of SMS usage flow customization that are similar to the well-
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known ITIL templates [5]. Similarly, SMS use flow templates can form a template
library which can be provided to simplify the customers’ work. In general, the use
flow template library (UFTL) will serve as a basis for designing specific use flows.
The use flow design tool will be provided to the customer to adopt the proposed
templates to their own cases. They can also extend the library by inserting new
templates into the provided library. Modification of the basic template will require
verification of changes.

The paper introduces an approach to the UFTL construction which is carried out
by the language for building SMS components. A converter is proposed to transfer the
use flows to workflow processes. An approach to the UFTL formal verification based
on formal verification algorithm of workflow processes [6, 7] is also presented in the
paper. This algorithm was previously used for ITIL verification. The illustration of the
approach application is illustrated on the most useful use flow template which is a
SMS usage default flow. The modification of the mentioned flow is a customer-driven
case. The application of the formal verification on it has been performed to check
correctness of the modified use flow template.

1. Template-based language of SMS use flow design. It is necessary to define a
language that can be used to implement any custom use flow of SMS design. The
language has to support implementation of each use flow of SMS design and
verification (DVP). At first, it has to support the definition of each IP block that can be
used during SMS DVP. The next requirement is to support the addition of definitions
for each new SMS DVP flow by its automation language. It means that the language
has to be general as much as it is possible. One of the well-known methods of
language generalization is its construction based on templates. Usually template-
based languages have possibilities to extend the set of their predefined templates. Our
approach to the SMS DVP automation is based on template-based language
implementation which will be introduced below.

A proposed language, called SMS DVP Template Language (DTL), implements
SMS DVP requirements by supporting the IP compiler libraries for each vendor and
the DVP flow modifiable definitions. DTL contains construction for describing the
elements of DVP. It also provides presentation of IP compiler hierarchy, data hierarchy
classification, Design and Verification Information. DTL constructs are based on the
main concept: “Everything is an element” (Fig. 1).

BNF like syntax forms are used to describe the main constructs of DTL. The
scheme of the DTL construct has the following structure:

<element> — is the element name which is defined as a template in DTL.

<item> — zero or more items that are specific for the described element. Each
item also could be simple (atomic) or complex (list of sub items).
> — corresponds to the dot comma punctuation mark or a new line

.

v, “\n
respectively.
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Generally, there are two types of elements that can be used in DTL: simple and
complex. The simple element has only atomic items while the complex element
container item has a nested hierarchy that can be made up of simple and complex
elements. There is no restriction on the complexity or depth of the nested hierarchy.

The simple element scheme is presented in (Fig. 2).

| <element> {<item>} (‘3’|'\m’) | |<simpleielement> {<simple_item>} (’;’|\n”) |

Fig. 1. Scheme of DTL construct Fig. 2. Simple element

The complex element general scheme, which is more suitable for describing
vendors IP, is presented in (Fig. 3).

Besides the flexibility of data hierarchy description, DTL also provides a
possibility of IP compiler classification which is necessary to support each aspect of
various vendors’ similar IP in one DTL template. For example, each IP compiler has
its own specific parameters which are introduced as a set of simple elements. As a
result, the classification enables to specify individual features of each IP compiler only
in its classified template as shown in (Fig. 4).

element ip_type {
class vendor.ip_compiler_name;
element parameter;
<complex_element> {<simple_item>} “{* element section {
‘class’ <vendor>’’<IP_compiler> [(’;’ | ‘\n’)] element subparameter;
| {{<simple_element>}
| {<complex_element>}} b
P IC5 | )] )
Fig. 3. Complex element Fig. 4. Definition of IP compiler

IP compilers’ infrastructural hierarchy is also possible to describe by using DTL.
There are two ways of describing IP compilers’ hierarchy in DTL. The first is
designing the DTL templates by placing them in planar structure (Fig. 5). In this case,
their dependencies will be realized through references implemented by simple
elements. The second is designing the DTL templates in the nested structure (Fig. 6).
Selecting the hierarchy representation structure is the vendors, preference.

element /P _typel {
class vendor.ip_compilerl;
element ip_type2;

element /P_typel {
class vendor.ip_compiler;

IR . element /P_type2 {

element [P _type2 { class vendor.ip_compiler;
class vendor.ip_compiler2; element ip_type3;
element ip_type3;

Fig. 5. Planar Structure of IP compilers Fig. 6. Nested Structure of IP compilers
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The IP compiler definition has to be used to define each IP block. The definition
of IP block is supposed to identify all the necessary parameters of the corresponding
IP compiler by their values. Each IP block contains reference to its IP compiler by
using its classification. The scheme of IP block definition is presented in (Fig. 7).

If the IP block is a part of infrastructure hierarchy it has to be defined as part of it.
In the case of planar structure, each IP block has a reference to its sub-block except the
last one (Fig. 8).

ip_typel ip_block_namel {
class vendor.ip_compiler_name;

subblock ip_block _name2;

I3

ip_type ip_block_name { ip_type2 ip_block_name2 {
class vendor.ip_compiler_name, class vendor.ip_compiler_name;

parameter valuel; subblock ip_block_name3;

Fig. 7. IP block definition Fig. 8 Description of IP blocks in SoC

The generation step of SMS DVP can be automated based on the information
which is described above. The insertion step of SMS DVP requires the definition of
SoC by specifying its IP blocks and the necessary information for insertion. The
general scheme of SoC description is presented in (Fig. 9).

An example of a simple use flow which implements DVP of SMS is presented in
Fig. 10. The example is given based on the constructs of DTL.

memory meml {
class vendorl.compilerl;
NW 1024;
NB 23;
CM 8;
I
imemory mem?2 {
class vendor2.compiler2;
NW 5712;
NB 36;
BK /6;
b
wrapper wrl {
class vendor3.compiler3;
memory mem2;
)
wrapper wr2 {
class vendor3.compilerd;
memory meml;
FREQ /00MHZ;

soc soc_name { )

ip_blocks { Iprocessor procl {

- ip blockl class vendor3.compilerd;
ig:blockz . wrapper {wrl wr2};
. server srv/ {
} class vendor3.compiler5;
NVS efiisel28;

processor {{procl 3}};
s )
Fig. 9. Description of IP blocks in SoC Fig. 10. Use flow example
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2. Mapping of the use flow templates on workflow processes. The formal
model of workflow processes is based on the model of IBM's MQSeries Workflow [8]
that has been extended by adding the necessary formalism to consider the formal
verification problem [6, 7].

The workflow model components are activities and connectors. The activities are
associated with a context being defined as data passing to an activity. It is called input
container. An activity also returns data called output container. Control and data
connectors provide connections between the activities. A control connector has an
associated Boolean predicate called transition condition. A directed graph based on
sets of activities and control connectors is called control flow of a workflow/business
process. Full details can be found in [6-8].

Mapping of DTL on the workflow process model can be described as follows:

= The IP blocks are mapped to activities.

= The IP blocks infrastructural hierarchy can be presented by control connectors.

= The parameters of each IP block can be presented as activity data container
elements.

An example of a workflow process is presented in the next section.

3. An example of formal verification algorithm application on a SMS use
flow template. Let us illustrate the application of formal verification algorithm on
one of the use flows. Fig 11 shows the workflow of use flow template sample that is
most used by our customers. It’s a use flow template of SMS usage default flow. For
the verification of the given process, a precondition and a postcondition should be
specified [6,7]. The specific conditions are created based on the needs of verification
against the definite aspects of the process behavior.

PreC = i(Read).Base + _L ,where _L denotes the unknown value of the variable.
PostC = (Serror = TRUE OR Sserver = PASS) AND Send = TRUE.

‘/Add\“
i [\mem

SrulezFail )\ 4

e Create

- 7 —Y .41
¢ mem
Lprocessor, Lgroup|  \'proc 'Error‘
‘ M

Create . |Sprocessor, Lprocessor]
Create

erve;
SN senver] — "%
[ End | _wrp

~~[send

Smem=exists

Fig. 11. Workflow process of default use flow
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The application of the formal verification algorithm on the described process will
identify the presence of cycles in it. A detailed analysis of cycles will show that
process cycles are intervals. The first step of the algorithm will reduce the cyclic graph
to the acyclic one [7]. It will initially construct the set of the first order intervals -
Sc={<Select row, Check row, Add mem Add group>, <Select Mem, Create mem,
Create Wrap>, <Select group, Create proc>. The next step is the replacement of
intervals by corresponding equivalent activities <Form group, Form mem wrap, Form
proc> [7]. The exit transitions of new activities have to contain branching information
the corresponding cycle that is interpreted in terms of branching state registers. They
are cycle invariants. For instance, Form group activity has a transition to Check group.
Its transition condition is formulated from transition condition of Select row to Check
group with addition of a branching register BrSr. BrSr = I presents the execution path
<Read, Select row, Check group,...> and BrSr = 2 is presenting execution path
<Read, Select row, Check mem,...>. Transition conditions of other new activities are
constructed similarly. Reduction of the mentioned intervals by equivalent activities
will result in a new process (Fig. 12). The second phase analysis of the graph means
that it is acyclic. The acyclic process verification algorithm [6] has to be applied to the
reduced process presented in Fig. 12. After the execution of the verification algorithm
and after checking the correctness condition, we find that the process is correct.

|Read) ; ?Ck‘ Lgroup, Lwrapper
p Ceqill e g rmy
Srulé=Fail / /(o
y v SruleEPass / BrSg, Cgroup, Lprocessor
(Form? | Cgroup=_| & (BrSg=1V BrSg=2)
group Formﬁ T T
<_ [Brst, Crod, Lmem, Ugroup [mem) Lprocessor, Lgroup

Crow= E\(msﬁv BrSr=2)-...

Create

serve
_Sserever

“Wp-[Brsm, emem, Lwrapper]

Fig. 12. Reduced process

Some of the presented activities can be modified by the user. They are Create
proc, Creat mem, Creat wrp, End activities.

To improve the overall quality of this process Analyze and Notify additional tasks
have been added to the process (Fig. 13) by one of our customers. This activity
analyzes if everything execution of a process. In case of an abnormally executed
process, the activity Notify would notify about it.

A new postcondition:

PostC = (Serror = TRUE OR Sserver = PASS) AND Sanalyzed=TRUE AND
Spassed=TRUE AND Send = TRUE
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As a result of applying similar steps of the process transformation and
verification, the condition of incorrect processes will be satisfied [6]. The control
connector between the activities Notify and End has to be removed to correct the
modified template logic. The postcondition has to be changed to:

PostC = (Serror = TRUE OR Sserver = PASS) AND Sanalyzed =TRUE AND
((Spassed =TRUE AND Send = TRUE) OR (Spassed =FALSE AND Snotify = TRUE)).

Applying the algorithm to the corrected process will result in the satisfaction of
the correct process condition [6].

) i Lprocessor, Lgroup

Create AN
servey (Notify)
N

Analyze
- “|Sanalyzed, Spassed|

Spassed=F:

Spassed=Ti

[ End )
“[send]

Fig. 13. Modified section of the process

Conclusion. The approach to the template-based language is proposed which is
used as a basis for development of automated environment for design and verification
use flows of the STAR Memory System. The main purpose of the proposed language
is optimization of SMS use flows by encapsulation of its complexity by providing a
common environment to SoC designer. A use flow template library (UFTL) is offered
to design specific use flows by modification of the proposed templates by customers.
A formal verification algorithm of workflow processes has been proposed to verify the
correctness of the customers’ use flows after the modification. The application of the
presented approach is illustrated on a SMS default use flow.
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UEUN ZPTNINRE3UL ZUUTYU AP O2SUGNOUUL CLEUSLE
UdsNUUSUsUUL &Y, USNhAUTL UNSESNRU

dJudwtwlulhg hudwlwpg pnipbnh Jpu (Z849)-h twhiwgdnidp nwhdwbwhwlus k
ntwh onijw dudwbwlh b oqunuwljupnipjut tjpny: Luyunpkl oginugnpsynn dnwnp ubthw-
Juinipjut (UU) Yunpp ZE89-nd ubpypyws hhonnnipnitt £, npb wykih huljyws t wpuwn-
uliph: Zuynuh Eipwlunniguspught UU L «URULS» hhonnnipjut hwdwlwpgp (UZ2Z2), npp
plnhwinip (msnud £ akpypjws hiptwpbunu]npiwh b Jipuinpngiwi hudwp: Ukpluyug-
Unud £ U222 oquiugnpsiwll pipugph junuuwwpbbph gpunupuih juenignudp Yhpunbing
Ayt unmquwh wgnphpuh Unnkgnudp: Uyt hpuuiwugyl) b npybu wewlguwh gnpshp’
oupnpuwughtyng UZZ oqinugnpéuwh phipugph twuugsniup b uinnignudp hw&wpnpnukph
Yuphpbiphg kiukny:

Unwhgpughlr punkp. <UEUL» hhonnnipjut hwdwljwpg, oquuugnpsdwi pipwgp, dlw-
Jut unnignid, hmdwlunpg pnipknh Ypw, tbkpypjus huptwptunwynpnid, ynnwnp ubthw-
Juinipnih:

A.A. XBAPIIKAH

MOAXOJ K ABTOMATHU3AIIMA U ITPOBEPKE ITPOIECCA UCITOJIB30BAHUSA
CTAP - CUCTEMBI TAMSATH

CoBpeMeHHOE TNpoeKTHpoBaHue cucteMbl Ha kpuctamie (CHK) orpannieHo BpemeHeM
BBIXO/Ia /10 PhIHKA M TOJIE3HBIM BbIXOAOM. IIIMpoko mcnonb3yemblil OJIOK MHTEIUIEKTYaIbHOU
coboctBenHocTH (MIC) B CHK - 3T0 BCcTpoeHHas mamsTh, KoTopas 0ojiee CKIOHHA K JeheKTaMm.
Onna u3 usBectHbIX HHPpacTpykTypHbiXx IC CTAP - cucremsl namsaru (CCII) - 310 060011eH-
Hoe pemenue it BCT u pemonra. [Ipeamaraercst momxoq K KOHCTPYHPOBAHHIO OHOIHOTEKH
mrabronoB nporecca ucnonb3oBanust CCII u npuMeHeHnst (popMaIbHOTO aJrOpUTMa MPOBEPKH.
JlaHHBII TOAXO PEAIM30BaH B BUJE UHCTPYMEHTA MOJAECPKKU ONTUMHU3ALMU TPOCKTUPOBAHMS
ucnoinb3oBanusi CCII u npoBepKkHU Ui HYK] KIMEHTOB.

Knrouesvie cnoea: CTAP - cucrema maMsTH, IPOLIECC UCTIONB30BaHUS, GOpMaIbHAs MIPO-
BEpKa, CUCTEMa Ha KPUCTaJlle, BCTPOSHHOE CaMOTECTUPOBaHHE, MHTEIIEKTyallbHasi COOCTBEH-
HOCTb.
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