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RETENTION FLOP BOOSTING MECHANISM FOR SELF SAVE/RESTORE CAPABILITY

Power gating has been widely employed to reduce sub-threshold leakage. Data retention flops
(RF) are used to preserve circuit states during power down, if the states are needed again after wake-
up. These elements must be controlled by an extra power management unit, causing a network of
control signals implemented with extra wires and buffers. In this paper analytical expression for RF
parameters are presented. The dependency of those parameters from transistor sizes, technological
factors, node potential values are shown. New mechanism for accelerating RF self save and restore
capability is suggested. Proposed boosting mechanism decreases the charging time of virtual ground
rails. This helps retention elements avoid short-circuit current while making transition to standby
mode and drastically increases the self save and restore time of RF. Experiments were performed on
various benchmark circuits taken from ISCAS family, which were synthesized by 45-nm technology.
The results show that the proposed boosting mechanism increases the speed of self saving and
restoring operation, as a result this brings to 32.6% cut in static power consumption.
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Introduction. MOSFET scaling into deep sub-micron region has resulted in
significant increase in leakage power consumption. Particularly, in 45-nm technology and
beyond, leakage power consumption will catch up with, and may even dominate, dynamic
power consumption [1]. Power gating technique is the most popular technique to suppress
the leakage power consumption [2]. The idea of this technique is to cut off the circuit from
its power supply rails during standby mode. Due to the supply power switched off, the
circuit state, which is represented by logic values in sequential elements of the circuit, is
lost. Therefore a need to restore circuit state after power down arises.

The main approach to restore the circuit state from power down mode relies on a
dedicated circuit element for state retention. Such an element is flip-flop which is capable
of retaining a state during power gating; it is called a retention flip-flop (RF) [3]. In this
approach some part of the circuit flops are replaced with the RF. As a result the RFs
remember their values during power down mode and restore the circuit state after power
activation.

There are various implementations of RFs [4]. However in all the schemes the
working frequency of RF is lower than the normal flop frequency. All these flops have two
externally controlled inputs by means of which the saving and restoring of the flop data is
performed. For controlling these RF new inputs control logic should be implemented and
all flop inputs should be connected to that controller. Because of such connection the
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whole chip wiring length will increase. The analyses show [5] that the wire length of
power gated sequential circuits can be increased by 29% to 60%. As a result of such wiring
increase, the dynamic power consumption of wires will increase drastically, and even
exceed the power saved during power gating.

General parameters of retention flop. The first parameter, which describes the RF
operation before entering into power down mode, is data saving time [6]. The data saving
time defines the amount of time which is needed for RF to remember the master flop data.
In other words data saving time is the period of time that needs to be passed, for retention
logic to remember the master flop data after activation of RF saving input. The equation of

data saving time can be written as

_ ret_logic
Tdsv - Twrite Tsa ' (1)
. . . t_logic . . . .
where T, is flop data saving time, T.-**"is the time when the main flop data is

written in retention logic and T, is the flop saving input activation time. The expression

for data saving time will be calculated based in Fig.1. The Fig. presents the master latch and
retention logic part of the balloon RF [4]. Since nearly all RFs use similar structure as in
balloon type RF, the presented calculation scheme can be used for all type of RFs, with
slight modification.

Usually RF flops consist of three parts, master, slave and retention latches. The
retention latch is the part of RF which is responsible for keeping the retention data in
power down mode [4]. The left part of Fig. 1 is the master latch of the RF, the right part of
the flop which is prepared for saving the retention data during power down. That part of
the RF will be assumed as retention slave latch, in short retention latch, because it is
supposed to keep the retention data during power down. As the purpose is to find the
expression for flop data saving time, hence it will be assumed that master latch and
retention latch have different logic values, for example it is assumed that the A point voltage
is equal to supply voltage VDD and the B point voltage is equal to ground voltage VSS.

To satisfy such assumption the Mm™ PMOS transistor should be ON in triode
region and the Mxi™ NMOS transistor should be in OFF state for keeping the value of point A
equal to VDD. For retention logic to keep the value of point B equal to ground voltage the
Mpr2? PMOS transistor should be in OFF state and Mn2? NMOS transistor should be ON in

triode state. As a current equation for triode region, the expression given in [7] will be used:
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Fig. 1. Master and retention slave latch of RF
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where Ip is the transistor current in triode region, p is the mobility of channel charge
curriers, Cox represent the total capacitance per unit length, W is transistor channel width,
L is transistor channel length, Vs is gate-source voltage, Vru threshold voltage and Vbs is
drain-source voltage. To have more accurate results, the OFF currents of MM and Me2R
transistors will be also taken into consideration. For calculating the transistor OFF state

current, the equation given in [8] will be used:

I

A
K, *Vg +K, *Vp K3 *V,
OFF:Ie] G FRTVD TR 3)

A

where I is the leakage current under normal terminal voltages, K,, K, and K, are

technology-dependant constants.

When the “Save” signal goes to high value the transmission gate (TG) in Fig. 1
opens, sinking the current from master to retention latch increasing the potential of point
B and decreasing the potential of point A. Until the potential of point B has not reached the
switching point of two inverters, the feedback does not allow the latch to switch. During
this period the master latch current increases the potential of point B until its potential
exceeds the switching point, after this the feedback rushes the inverters to switch. For the
potential of point B to rise the switching point, the parasitic capacitance of the retention
latch should be charged. These parasitic capacitances are represented as a single capacitance
placed at the output of TG, Fig.1. That capacitance can be found by summing the input and
output capacitances of the inverters in latch. Using the inverters input, output capacitance

equations given in [9], the total capacitance will be:
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where M refers to master and R to retention latch parameters. The charging current of that
capacitance can be found by summing all the currents flowing through the ON and OFF
transistors, these currents are shown in Fig. 1. Overall the charging current of the capacitor

is equal to
Iswlllpp = IPM,trd - II]:I/[,off :
I&/St = Ii,trd - I?,off' (5)
IChrg = IISVLIlpp - I?’Vst ’

where IsuppM is the current which supplies the master latch, Iws® is the current which is
spending the retention latch and Ichy is the parasitic capacitance charging current. Charging
current is calculated by subtracting from master latch supply current the retention latch
spending current. Using (2), (3) the charging current can be found, which is:

I _ 1 HPCOX,PWI]’\A (VDD - ¢11;1 )(VDD —-2%* VTH,P + ¢1;1 )
Chrg — 5 ( LM
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BN 8 B¢
N P N

).

To calculate the time of capacitor charging, an assumption should be made that charging
current of the capacitor remains constant during the flop data transferring process. Such
assumption is justified by the fact that it makes very little divergence in the final result and
simplifies the save time equation. Based on this the capacitor charging time can be written
as product of capacitance and voltage divided by current.

Using the capacitor (4) and charge current equations the following can be written
for retention data saving time of RF:

¢ = SVop NP LAL * (Coxon (LY WY + LY W) + Coxp (Lp We' + Ly W) 7
(“PCOX,PLl\ﬁ LI;JLI;WII:A (VDD - d)ll\)/l )(VDD - ZVTH,P + ¢gl) + Ll\[/’l (HNCOX,N *
KLXLEWR O * (2% Viyy =2V +05) — 211 (exp {K ¢ JLR WY -
—exp{K,Vp, + Kz(l)IS}W;{L% )2

. R . .
where M refers to master and R to retention latch parameters. The ¢y, is the potential of

point B and d)]]\; is the potential of point A. Based on (7) the saving time of RF can be

estimated. After inserting the values of transistor oxide capacitances, which are known
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from foundry provided technical specs, inserting the value of supply and threshold voltages
and the initial potential values of A and B points, the following for expression (7) we will
have the following simple expression:

ot — ), ®)

kwWE
wy
where a, k and b are constant numbers depending on specific technology. If the technology
is known then these constants can be calculated like it is done in [3] reference. Various
dependencies of saving time from master and retention latch parameters can be derived by
using expression (7).

Similarly the same way expression for data restoring time can be calculated. If in Fig.
1 the master latch is assumed as retention and retention latch is assumed as master latch
then the (7), by changing all M suffixes to R and all R suffixes to M, will turn the
expression for data restoring time.

Boosting mechanism for retention and restoration signal generation. In [6] new self
retention and restoration mechanism for RF was presented. The idea of that mechanism is
adding some voltage sensitive circuit to the flop architecture. That sensor logic can sense
the supply voltage changes of the flop and based on that changes identify the power down
and power active states. When one of such states is identified the sensor will automatically
perform retention data saving and restoring. Such mechanism will eliminate the need for
having two save and restore control pins in flop, which will bring to decreasing the flop
wiring and as a result it will drastically decrease the chip power consumption.

However the proposed mechanism has one drawback, which is when the power
shuts down the voltage value of virtual ground rises towards the supply voltage Vop, and in
general that rise is not very quick. As a result of this, the sensor spends lots of time for
catching the power down and on state which decreases RF speed. It was estimated, based
on (7) that proposed self retention and restoration mechanism can worsen the flop save and
restore times nearly by 13.7%. Such a number comes from the fact that virtual ground
potential rises towards the supply voltage very slowly which brings to the increase of RF
save and restore time.

To overcome this issue, a large PMOS transistor is placed between the real Vdd and
virtual Vssv power. In footer gated state this PMOS transistor is operated for a very short
period raising the voltage of Vssv virtual ground. This accelerate the retention signal
generation. Fig. 2 shows how the PMOS transistor is placed in the design:

69



Vdd

Pulse generator }

b Q- D Q-
| Retention | Retention

| flip-flop | flip-flop
M, —elk | —lelk
bst-—! ‘ | J ‘

Vssv a Mg, :::1::: Cvssv

SLEEPb
Fig. 2. Boosting transistor placement in design

When the footer gating is performed the SLEEP signal goes to high value, which
brings its inverted value SLEEPb to low value. This causes closing of the M footer
transistor and performing power gating. When SLEEPD signal goes to low value the “Pulse
generator” circuit generates a short pulse which opens the Mss: boosting PMOS transistor
for a short time. That boosting transistor passes some charge to virtual ground increasing its
potential. This accelerates the RF sleep signal generation.

The size of PMOS transistor and the pulse width are important design
considerations, since they determine the amount of time the virtual ground takes to reach
its steady state and the amount of energy dissipated during that period. It can be shown
that the total amount of charge supplied by pulse generator to virtual ground (Vv),
denoted by Qsp, is proportional to the PMOS transistor saturation current and the pulse

generator pulse width.
ngoold,satPW ! (9)

where ng is the amount of supplied charge, I,  is the PMOS transistor saturation

d,sat

current, P is the pulse width. Using the saturation current is given in [7]:

1 W
Iy = = 1,Co T (V= V), (10)

d,sat 2

is the oxide capacitance, W and L are the channel

where W is the carrier mobility, C,,

width and length of pulse generator PMOS device, V, is the threshold voltage. From (9)

t

and (10) for total amount of charge the following expression can be written:
Qp, =mWP,, (11)

where m is proportionality constant. The value of m can be obtained by simulating a
particular size of PMOS device and monitoring the amount of charge supplied by the
device while varying the pulse width. By solving (10) the total amount of charge that needs
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to charge the Vi to Vad can be found.

Let the capacitance involved in Vv be denoted by Cussv. This capacitance is shown in
Fig. 2. The amount of charge stored in the capacitance when the footer transistor M is off
and M is on, is denoted by Qussv, hence using the basic charge equation stored in capacitor
the following can be written:

stsv = Cvssvvdd . (12)

from (12) the two are equated, which yields

VSssv

Obtaining the Q,, from (11) and Q

the product of pulse generator size (W) and pulse width (Pw)

WPW — Cvsstdd ) (13)
m

Any combination of W and Pw that satisfies (13) will serve the purpose. The charge
which rises the potential of virtual ground towards the supply voltage is directly
proportional to the current which flows from supply to virtual ground and the amount of
time during which the current is flowing. This basic principle is shown in (13). Transistor
current is directly proportional to transistor width (W) and the time of current flowing is
equal to pulse width (Pw), the designer needs to have those two values to meet the design
targets. However, if the pulse width Pw has too small value, then too many pulse generators
need to be added in the scheme, besides, the pulse should be wide enough to avoid
distortion of pulse shape over long distance.

Experimental results. In the first part of the experiment the equations for retention
data saving time and retention logic power consumption were analyzed. The accurate
HSPICE [10] simulations were performed for various types of RF, and save time values for
that flop were calculated. Then the save time value was calculated for the same flop, using
the equation presented in (7). Fig. 3 shows the save time expression for different values of
master and latch transistor width relations and comparison with HSPISE results.
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Fig. 3. Save time comparison results
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The dashed plot corresponds to HSPICE simulations and the thick one is the one
that was received by using equation (7). It was estimated that the analytical results differ
from the HSPICE simulation results not much than 14.7%. This is the acceptable value, as
the main purpose is to have some estimation of save time dependency from flop
parameters.

Using the (7) expression, various dependencies of RF save time parameter from flop

transistor parameters and technology parameters were obtained.

Save Time (m) Save Time (m)
\ ke=k,
ko=2%k;
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ko=3%k, ,
k,=4*k ~ : =13
..Z---l- _— kl ! - e i "DB
Fig. 4. Save time dependency Fig. 5. Save time dependency
from K technology parameters from potentials of A and B points

In Fig.4 the save time dependency from the variation of ki parameter is shown for
different values of k2.Mainly the ki, k2 parameters reflect the transistor threshold change
depending on productions. So the results in Fig. 4 show that if during the production the
threshold voltages of transistors increased, then this will bring to save time decrease. Fig. 5
shows save time dependency from the potential of B point in Fig.1 for different values of A
potential. By increasing the initial threshold potential of B point, the save time is decreased
because it is easier for master latch to write the data in retention logic.

The next part of experiments is connected with the proposed boosting mechanism.
The virtual ground voltage change was observed for different PMOS pulse width values.
Figure shows the virtual ground, Vs, voltage rise comparison between the scheme which

uses the boosting mechanism and the scheme which does not use it.
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Fig. 6. Boosting mechanism in comparison with default method

In this plot the proposed method is applied on the memory controller. The boosting
mechanism pulse width and boosting transistor size is varied during the experiment. In Fig.
6 the x-axis corresponds to the potential of Vs, the y-axis on the right-hand side indicates
the transition delay, which is the interval from turning off the footer to the point at which
Vs settles down to its steady-state potential, which is assumed to fall within 5% of supply
voltage. The y-axis on the left-hand side indicates the total energy dissipated during the
transition delay. As it can be seen from the plot, the proposed boosting mechanism
increases the speed of virtual ground voltage rise.

Also, the proposed mechanism was tested on various benchmark circuits, the pulse
width and transistor sizes were estimated. All the benchmarks were taken from ISCAS
family [11]. Below the table shows the results of measurements:

Table
Measurement results with usage of boosting mechanism in the design.
Vissv set
#Bst Pw W
Name #Gates #FFs | #POs | #PGs #Footers by Bst
Mchs (ps) | (ps)
mech.
$35932 3513 1728 320 14 53 37 751 | 432 1,15
$38417 3333 1564 106 13 50 28 817 | 374 1,139
$38584 4294 1275 304 13 52 33 902 | 353 1,148
b12 855 119 6 2 6 4 729 | 50 1,157
aesl 503 228 129 2 8 7 759 | 65 1,149

Based on this Fig. it can be seen that flop transition time increases rapidly which
brings to drastic increase of flop self save and restore operation speed. Overall this speed
increase brings to power saving, as the switching process in flop takes less time. As a result
of increase in self save and restore operation, the flop switching time is decreased which

brings in average 32.6% power saving.
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Conclusion. The derived expressions differ from HSPICE results not more than

14.7%. Based on those experiments various dependencies of RF save, restore time from flop

other parameters, e.g. RF transistor sizes, technological parameters, flop nodes potential

values in sleep mode were presented. Boosting mechanism for RF self saving and restoring

capability helps significantly increase the self save and restore time of RF, due to increase

in virtual ground voltage rising speed. Such speed increase brings to power saving in the

whole design. The experiments show that with the proposed mechanism nearly 32.6%

power saving can be reached. The drawback of the boosting mechanism is thr increase of

design time and verification complexity.
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Uyunynn unnwnhl hqnpmipjut tJuqupydut wdkiwnwpusjus tnubulp vtdwh
Jupiwb opguhwlnulu b Uppwhuh opowthwluwi pipugpmu ujubdugh phpwghly Jhdwlyp
hhotint tyuwwnwlyny oquuugnpsynid ku Jh&whh wwhywidwi pghuwnnpibp (AN0L): Fpwip
nEjudupdmu ko wpinuphl wimgiwi nijujwpdut hwignygny: Upgnibpnid” uebdugnud
Ubkdwinid L vhpuhwugnidubph Gpupnipnibubpp b pnibbpubph pwbwlyp: IN0-ubph puni-
pugpulijul yupudtupbph quwhwndwt hwdwp vnugdus ki putwdlbbp: Zknmugnunqus ku
wyn wupwdbnpbph uhuénipniuubtpp IN-h npubiqhunnpitph suhbphg, wktnnghw-
Qut gnpéntubkphg, 9NM-h hwbgnygubph wnunkighwjibph wpdbpubphg: Unwewpldus &
dN} -ubkph huptwyuwhywidwt b Jepujuwiqiut hwnlnipjut jwjupylwt tnp nubwl:
Uju wyquhnynud £ hwiiquinh yhdwljhtt wigdwb pupugpnid <IN -h gipswyuwhnidp upd dhwg-
dwl hnuwlphg: Uhwdwdwbuly, Ukl jupgny dkdwgunid k nkghuwnnph hiptwywhywidwt b
Jipujuiquut dudwtwlyp: 45 &/ wkunnghuyny hpugnpsyws ISCAS swipph wiwppbp upub-
dwtbph thnpdwpynudubiph wppyniuputipp gnyg ko nydb), np wnwewpljws knuwlp thnppug-
unwd £ INN0-h huptwyuwhywidwb b JEpuljuiqdui dudwbwlyp, npp hp hipeht hwighgunud
k£ 32,6% hqnpnipjut pbwydwi:
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B.III. MEJIUKSH, I'. I. IETPOCSH, A.A. 1YPI'APSH, O3.I'. BABASIH,
H.X. ACJIAHSAH

MEXAHUW3M YJIYUYIHEHUSA CAMOCOXPAHEHUA/BOCCTAHOBJIEHUSA
YAEPKUBAIOIIUX PETUCTPOB

Haubosnee pacnpocTpaHeHHBIM CIOCOOOM YMEHBIIEHHS IOTPEOIsIeMON CTaTH4ecKon
MOIITHOCTH sIBJIsieTCs] OIOKMPOBKA HanpsKeHUs nuTanus. C 1esbio 3aIIOMUHAHUS TeKYIIEero co-
CTOSIHUSI CXEMBI B TCYCHHE TaKOH OJOKHMPOBKH UCIOIB3YIOTCS PETHCTPBI YACPKAHUS COCTOSHUS
(PYC). Otu peructpsl ynpapisloOTCS BHELIHUM y3JIOM YIpaBleHHs IUTaHUeM. B pesynbraTe
YBEIMYUBAIOTCS JUIMHBI MEXKCOCIMHEHUH U KOJIMUECTBO Oy(epoB B cxeMme.

[Tomydensr aHAMUTHYECKUE BBHIPAKEHUSI OTIPEACTICHUS XapakTepHbIX mapameTpoB PYC.
HWccnenoBansl 3aBUCHMOCTH THX ITapaMeTPOB OT pa3mMepoB TpaH3ucTopoB PYC, Texnonornue-
ckuX (aKTopoB, 3HaYCHUH NoTeHIManoB y310B PYC. [IpeanoxkeH HOBBIH CIIOCO0 yITydIICHHS
cBoiicTB camocoxpaneHus/BocctaHoBnerns PYC. Crnoco6 obecrieunBaer ycrpanenue PYC ot
TOKa KOPOTKOTO 3aMbIKaHHUS BO BPeMs IIepexofa B pexuM OKuJaHus. OJHOBPEMEHHO Ha OJIMH
MOPS/IOK YBEJIMYMBAETCS BPEMsI CAaMOCOXPaHEHHUs/BOCCTAHOBIICHHUS. Pe3ysbTaThl HCTIBITAaHUS pa3-
mmuHbIX cxeM u3 psiga ISCAS, n3rotoBieHHbBIX MO 45HM-OBOI TEXHOJIOTHH, MOKA3bIBAIOT, YTO
IIPE/UIOKEHHBINH CIIOCcO0 YBEIMYUBAET BPEMsI CaMOCOXPaHEHUS/BOCCTAHOBIECHHUS, U, KaK ClIe]I-
CTBHUE, CHIDKaeTcs 3Hepronorpedienue Ha 32,6%.

Kniouesvie cnosa: 610KMpOBKa LEMM MUTAHUSA, YIEPKUBAIOIINE TPUTTEPBI, CTaTUUECKAs
MOIIHOCTb, TUHAMUYECKOE SHEPrOMOTpedIeHHE, BPEMS CaMOCOXPaHEHHs1/BOCCTAHOBIIEHHS, TOK
YTEUKH.
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