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STATISTICAL STATIC TIMING ANALYSIS METHODOLOGY FOR
COMPONENTS OF MICROPROCESSORS

With process technologies scaling down the process variation is becoming more important.
Therefore delay variations that impact the circuit performance are also increased and affect the design
timing yield. In today’s microprocessors the lowest level circuit blocks contain hundred thousands of
transistors, and perform statistical static timing analysis (SSTA) for them is non-trivial due to the
difficulty in generating appropriate timing models. That is why statistical Monte-Carlo (MC) simulations
should be run for the timing analysis of those blocks which are time consuming and almost impossible to
run them on all paths in a macro or even on a few top critical paths. The proposed fast and precise
methodology can be used to run SSTA on the lowest level circuits of microprocessors. It provides about
90% accuracy and 5-10 times runtime saving compared to MC results.

Keywords: statistical static timing analysis, microprocessors, lowest level circuits, Monte-
Carlo simulations.

Introduction. Technology scaling has brought the rapid increase in process variability
[1]. Its effects on device performance have compelled the industry to transition to statistical
techniques for timing sign-off. Traditional corner case analysis (CCA) [1,2] constrains the
design and often sets stringent, unrealistic timing specifications. Moreover, for technology
nodes smaller than 65 nm, these overestimated timing bounds compensate the performance
improvement due to device scaling. SSTA [2] is used in practice to analyze the impact of
process variations on timing. It handles the random parts of the process variations as
probability distributions to calculate the delay statistically. SSTA has gained widespread
acceptance for standard cell based designs, as it removes a significant portion of pessimism
introduced by conventional approaches like CCA while accounting for global (inter-chip) and
local (intra-chip) process variations [3]. The application of both path based and block based
SSTA have been shown to be advantageous [2] for cell based ASICs for which reusable timing
models could be easily characterized. The method of SSTA for microprocessors is proposed in
[4] which is applicable only for standard cell based blocks. But, for example, cache blocks in
microprocessors are not made of standard cells. More than 50% of a multi-core processor and
more than 30% of each core are occupied by cache arrays and custom, transistor level blocks
both of which are not standard-cell based. For custom macros, there are significantly more
transistor level options to improve performance with less overhead than in case of gate level
circuits. Moreover, such macros occur in portions of the processor which are extremely timing
critical where variations could adversely affect the final performance.

The methodology proposed in [5] for generating statistical models for the large IP
macros can be used in SSTA flows allowing fast analysis. While this method is shown to be
accurate, it works only for macros with gates as basic units and cannot be easily adapted for
transistor level macros. A method of variation aware transistor level timing analysis for macros
is described in [6]. Statistical models are built for macros at a chip level of hierarchy. These
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approaches introduce some inaccuracy in predicting chip level performance degradation due to
variations. To overcome these problems and to perform accurate variation analysis of transistor
level macros, rigorous, but time consuming MC SPICE simulations of selected paths are currently
used. The simulation run time is of the order of hours/path. It is impractical to perform such MC
simulations on all paths in the macros and is therefore required to have a prior knowledge of the top
paths that could potentially become critical. Hence it becomes necessary to have a fast statistical
timing analysis flow for transistor level macros that can compute the delay distributions due to
process variations of all paths in the macros with accuracy close to MC simulations.

The proposed methodology finds a solution to this problem. It first groups the macro
transistors into logic gates called xcells by applying special grouping technique which does not
approximate any transistor or wire information. It is vital in preventing any accuracy loss. For all
extracted xcells timing library considering both inter-chip and intra-chip process variations using a
SPICE circuit simulator is built. The library is later used by an industrial-standard timing engine to
perform block based SSTA of the macro.

Global and local process variations. Threshold-voltage (Vy, ), effective channel length
(L), oxide thickness ( T, ), mobility (), and dopant concentration (C) are the main variation

parameters that significantly affect performance. Their variations result in designs with a wide
spread of critical path delay distributions that may degrade the timing yield, i.e. decrease the
fraction of manufactured chips that meet the timing constraints. For analysis purposes, parameter
variations are usually classified into two categories: the inter-chip or global and the intra-chip or
local variations. In case of globally varying parameters, their values are the same for all devices on
the chip.

Variation parameters may depend on each other. For instance, an increase in T, also

increases Vy, . Principal component analysis is used to convert the dependent variation parameters

into independent principal components (PCs). In general, the delay of a path D due to variation is

given by [7]:
n n__j
D=Dy+» 0, Z(Y)+ DY on ZLy), (1)
i=1

i=l k=1
where D is the path delay; D, is the nominal delay (without variation); 6, is the standard

deviation of the delay distribution due to the global random variable Z(Y;); i varies from 1 to n -

number of principal components; G, . is the standard deviation of the delay distribution due to the

local random variable Z(L; ) ;k varies from 1 to  j - number of transistors.

In equation (1) the local delay component is dependent on the number of transistors. The fact
that for global variations all transistors within a macro are completely correlated and for local
variations they are completely uncorrelated (statistically independent) helps re-write equation (1) as
follows [7]:

D=D, +Zn:c5pi -Z(Yi)+Zn:csmi -Z(L,). 2)

i=1 i=1
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In equation (2) the number of local random variables Z(L) is reduced from nj to just n
showing that Z(L) does not depend on the number of transistors in the macro. This is a useful

result because in a macro, the number of transistors jcould be in millions.

Proposed approach. The proposed SSTA flow developed for transistor macros is
shown in Figure 1. It consists of three major steps.
e Transistor level macro is converted to gate level blocks called xcells using special
grouping procedure.
e  Variation aware library is characterized for these xcells using the variation aware
SPICE models.
e Block-Based SSTA analysis are executed [4].
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Fig. 1. Proposed SSTA flow

The method used by block-based SSTA engine in Figure 1 is described in [4]. It is
based on simultaneous application of the usual static as well as statistical static timing analysis.
At the first stage usual static timing analysis (STA) is applied and at the second stage - SSTA.
The offered method of the analysis allows to reach acceptable analysis results from the
practical point of view of accuracy at rather small expenses of machine runtime. SSTA engine
determines delay distributions for all paths in the macro using the variation libraries
considering equation (2). The validation step compares the SSTA results with MC results. The
timing yield step estimates the required arrival time based on the most critical path due to
variation.

Convert a macro to the xcells. The conversion of the transistor level netlist into a
netlist of xcells is performed by using special grouping technique which is developed to
facilitate hierarchical, transistor level static timing analysis using industrial block-based timing
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analyzers. It takes as input a transistor level GDSII layout of a macro and obtains a logic
(verilog format) and parasitic netlists (spef format) as outputs that can be used by a static
timing engine. The logic netlist consists of xcells each of which contains transistors that are
source/drain connected to its output node.

The xcells are inferred by a rule-based recognition process that can recognize static
CMOS, transmission gates, cross-coupled domino gates, latches, and flops. Using the inherent
hierarchy in memory blocks like cache, specialized xcells are formed by grouping a number of
SRAM bit cells (~5000 bit-cells per xcell) that are referred to bit-columns. The parasitic netlist
contains the interconnect and device internal parasitics. The latter include the transistor
parasitics that are pushed to the output node of each xcell. In order to reduce the number of
inferred xcells that must be characterized, the xcells that have the same topology and whose
internal parasitics are within a small range are folded to form a single xcell. An average xcell
other than the bit-column typically consists of 10...15 transistors.

Variation library characterization. After converting a macro to gate level xcell netlist,
a timing library is generated. It contains delay/output slew look-up tables for each pin in the
xcell and for all PCs. This is accomplished using an automated characterization engine [8] that
performs SPICE simulations to obtain delays for a wide range of input and output conditions
(slew/load).

Each xcell in the library is characterized at 2N + 1 different values of the PCs stored as
2N +11ook-up tables; N is the number of PCs. The characterization process is performed for
10 PCs where each xcell has 21 tables in the library. One table corresponds to the nominal
case, with all 10 PCs set to their mean (nominal) values. The other 20 tables are generated for
xcells characterized at the +3c and —3c values for the 10 PCs.

Results. A 45 nmdesign macro for experiments is used. It contains 60 unique xcells.
The total number of transistors in the macro is of the order of a few hundred thousands. The
delay values shown in the figures are normalized to 500 MHz

It is important to mention that simulation results depend on technology and number of
used xcells. Increased number of xcells will increase simulation time almost linearly for the
same technology.

Monte-Carlo Vs SSTA. The studied macro has the critical path that requires at least 3
hours to complete MC. This makes it impractical to perform MC using variation device models
for all top paths in the design. SSTA allows to see these distributions [9] and hence analyze the
effects of variation on all paths of the design which is the most important goal achieved. Figure
2 shows slack values of the top critical paths in the design.
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In order to run MC to validate SSTA, 50 paths of different lengths in terms of xcell
number are pruned out from the macro netlist. A few representative paths are listed in Table 1.
The extracted layout parasitics are also included during MC simulations. Table 1 compares the
mean and the standard deviation (10 ) of the endpoint delays (arrival time) between SSTA
distributions and distributions obtained after 1000 runs of MC simulations. Figure 3 compares
the delay distributions of the most critical path in the macro obtained by MC simulations and
proposed SSTA flow.

The maximum error percentage of the total variation of SSTA reported delay is ~6%.
The table also shows the runtime for MC simulations. The runtime for the entire SSTA, which
computes the distributions for all paths in the macro, is almost negligible, less than 3 minutes
for a macro of ~100,000 transistors.

It is very important to mention that Table 1 does not include library characterization
runtime. The library characterization time varies within 2 ~ 8 hours. As it is shown in Table 2,
for a 5% compromise in accuracy the library characterization time can be significantly reduced.

Table1
Comparison of MC and SSTA path delays
Monte-Carlo SPICE (MCS) Simulation SSTA Error
Xcells

/path Runtime Mean (p1) Total (T)) Mean (u2) Total (T,) m+oTy
Delay (ps) |(1o Delay) (ps)| Delay (ps) (1o Delay) (ps) (s +0T,

15 2 hrs 213 9.24 205 8.2 4.2%
4 25 min 70.5 2.65 77.2 0.4 5.7%
50 min 16.3 1 17 1.4 6.0%

13 1.5 hrs 291 12 299 10 1.9%
5 35 min 455 43 443 3.7 3.7%
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Timing Yield. Without SSTA it is necessary to fix the critical paths to meet a frequency
that is much greater than the target frequency needed for a particular yield.

Figure 4 shows the CDF of the most critical path the period of which is define by the
frequency of the entire macro. 50% yield point corresponds to the nominal time period of
2000ps at which the SSTA is performed for this macro. For instance, if needed to achieve a
68% yield at 2000ps, SSTA results suggest a minimum required arrival time (RAT) of 2011ps
to be set on the critical path based on the slack difference. This design has a large positive
slack of 53ps even for a 98,5 % yield, suggesting that the design has been over-optimized.
Figure 5 compares the slack values obtained for all paths by setting the minimum RAT from
SSTA at 60% and 90% yield points and a conservative RAT used to fix the design before using
SSTA flow. Figure 5 shows a clearly large margin that is pessimistic even to achieve a 90%
yield.

70

100% " A 60% yield from SSTA
N Yiado98sy ] A co 1 90% yield from SSTA
! ’ \ & TT corner
LN v S0
| Required Yield (68%) \
RAT ! \ 40 -
2037pst 1\ Y ield (50¢ o) | 20003
ps Yield (50%) / 30
I /
1
: / 20
v o 10
70 50 30 10 0 ' ' ' !
Slack (ps) 10 20 tack (9 40 30
Fig. 4. Timing yield plot — CDF of the most Fig. 5. Slack values of all paths of the design
critical path of the design obtained using obtained by performing SSTA with RAT chosen
SSTA with RAT = 2000ps from 60%, 90% yield points and conventional

corner case TT

Characterization runtime. Characterization of a variation library at 2N + 1 points as
described above for each xcell even though is a one-time effort, is still time consuming.
However, libraries generated this way for different PC corners are more accurate, since the
sensitivities are determined from look-up table delay values obtained by actual circuit
simulation rather than analytical formulations. The library generation time linearly increases
with the number of points at which each xcell in the library is characterized. For each point of
characterization, a look-up table is generated for every xcell in the library

Table2
Characterization runtime reduction
Number of tables/xcell Accuracy Runtime
0,
Characterization 1: 21 tables 1004) ~8hrs
(normalized)
Characterization 2: 11 tables 97% ~4hrs
Characterization 3: 5 tables 95% ~2hrs
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Characterization 1. Considered all 10 PCs.

Characterization 2. Only considered 5 global PCs and set a correlation of 1 between transistors
to represent global variations. The same PCs are used setting a correlation of 0 between
transistors to represent local variations.

Characterization 3. Assuming the delay variance obtained for each PC variation is symmetrical
about the mean delay value, only N+1 tables instead of 2N +1 for the 5 global PCs are
characterized. The xcells are characterized only at the mean -3 6 points of the PCs.

Conclusion. New SSTA methodology for microprocessors which execute timing
analysis for transistor level and provides distributions for all paths in the macro that are close to
MC results (~90% accuracy) is proposed. The methodology also helps pin-point the paths and
their components that are more sensitive to a particular source of process variation
(Vin > Tox s i, Lt ) which can be used for design optimization.

While this flow is developed mainly for transistor macros, it can easily be modified to
be used for any cell based macro.
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UbhurNIrNssunNruerb 2Z0uanNh8sutrh 4hXuuua vy USUShu
duuUuLUYUSPL 46MT.NRONRE3UL UTRNY

Stjuuninghwljwt gnpépupwugutph duupnuwpwynpdut hbnbwipny] wupw-
dbwnpbph obnnudubpp nuntumd o wpwyl] Yuplnp: ZEknbwpwp  upobdugh
wpununpnnuljuimipiui Ypu wqnnn huwyundub oknnudubpp inyhybu puptinud B
wowtwluh b wgnmud ywhunwh Lph nnlnuh Jpu: Fudwbwljuljhg dhjpnypn-
ghunpubpnid unnpht dwwppuyh vjubdwiubpng hwbgnygubpp wupnibwynmd Eu
hwpnip hwqupuynp wpwbghunnpubp, b hwdwywunwupwb  dudwbwluyht
Unnpbjubph vnbnsdwt pupymipjult yundwrny Jhdujuqpuljut ununhl dudw-
twluyht JEpnusnipnit (AUSY) Juwnwpbp ppuig hwdwp qgununid £ gnpsuw-
Juwiund wbhtwpht: Uy wuwndwon] wjuyhuh hwignygubph  dudwbwluygh
Jtpnisnipyutt hwdwp hpujubugymd E Jhdwljugpuljuit Untnb-Yurn dnnbjw-
Ynpnud: Uy Udnphjudnpnudubpp dudwbwluunwp b, b gphpt wihtwp b gpup
Yhpwnk) pojnp Jud unyuhul vh putth Yphnhjuljui nighubph ypu: Unwewpldus £
wpwgq b &oqphwn dkpnn, npp Jupnn  oquuugnpsyty Uhjpnypngtunpbpnud uinnpht
dwjuppuyh ujpkdwbpny hwgnygubph ypu 14U hpujuwbwgubint huwdwp: Ujh
Ununb-Yunn dnphjuynpdut htn hwdbdwnwé wyuwhnnid E dnnudnpuybu
90% &ounipinit’ Swjuubny 5...10 whqud wybih phy dudwtiwly:

Unwiigpuwjhtt punbkp. dhdwjugpujuit vnwnhl] dudwbwljuyhtt JEpnwdnipintl,
Uhypnypngtunp, unnphtt dwjuppuljh ujubdwitp, Untnbk-Ywunn dnpbjudnpnid:

C.I'. ABOBAIH, I''A. IETPOCSH, A.M. I1IOI'OCAH, H.B. MEJIUKSH

METO/J CTATUCTUYECKOI'O CTATHYECKOI'O BPEMEHHOI'O AHAJIU3A
MUKPOITPOHECCOPHBIX Y3J10B

C yMeHBIIEHHEM pa3MEpOB TEXHOJIOTHI BapHalWU IapaMeTPOB CTAaHOBATCS Ooiee
3HauuTeNbHBIMU. ClleI0BaTENbHO, BapUalluy 3aepXKeK, BO3AeHCTBYIoNe Ha paboTocnocoo-
HOCTB CXEMBI, TAKKe BO3PACTAlOT M BIMAIOT Ha IIPOU3BOACTBEHHBIH BBIXOJ. B COBpeMeHHBIX
MUKpOIpOIieccopax OJOKH CXeM HIDKHEr0 YpPOBHS HMEIOT COTHH THICSY TPAH3UCTOPOB, U
BBINOJTHEHUE CTAaTHCTHYECKOrO cTaTtuueckoro BpemeHHoro anamuza (CCBA) craHoBuTCS
MPAKTHYECKH HEBO3MOXKHBIM H3-32 CIIOKHOCTH CO3IaHHs COOTBETCTBYIOIIMX BPEMEHHBIX
Mmozeneil. IlosToMy nns BpEMEHHOIO aHalu3a O3TUX OJIOKOB JO/DKHBI  BBIIOJIHATHCS
cTaTHcTHYecKHe cuMyisiiuid MoHTte-Kapino. OTMedeHHbIe CUMYIISIAN TIPOBOASATCS JTOBOJIBHO
JIOJITO, U UX IOYTU HEBO3MOXKHO BBIINOJIHATH AJISL BCEX UM AaXKe JUIA HECKOIBKUX KPUTHIECKHX
nyteil. B nanHOll pabote mpemmaraercst ObICTPBIH M TOYHBIM METOMA, KOTOPBIH MOXKET OBITH
ucnonb3oBad 111 CCBA cxeM HIXHEro ypoBHS B MHKpoIpoleccopax. Ilo cpaBHeHHIo ¢
aHanu3oM Monre-Kapio, npemnaraemblii Meton obecrmeuuBaeT npubauzutensHo 90%
TOYHOCTHU M COKpaIl[eHHE MAIIMHHOTO BpeMeHH B 5...10 pas.

Knwueevle  cnoea:  CTaTUCTUUECKUM  CTaTUYECKUM  BpEMEHHOH  aHanus,
MHKPOIPOIIECCOPHI, CXEMBI HIKHETO YPOBHS, CUMyJsaun MoHTe-Kapito.
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