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DESIGN METHOD OF LOW-LEAKAGE HYBRID 9T-SRAM

This paper presents a new method based on hybrak®Tor low-leakage SRAM design. The
proposed method is based on the phenomenon the¢dtieand write delays of a SRAM block’s memory
cell depend on the geometric distance of the oethfthe sense amplifier and the decoder. The key iisl
to use different types of 9T-SRAM cells correspagdio different threshold voltages for each traosis
in the mentioned cell. Unlike other techniques lfmwv-leakage SRAM design, the proposed method
incurs no area or delay overhead. It leads onlyimor change in existing SRAM design flow. The
leakage current reduction achieved by using thepgeed method depends on the value of the high
threshold voltage, as well as the number of roves@tumns in the memory cell array. Simulation hssu
using this method show that the leakage currerdano8Mbit SRAM block realized in 28m process
technology is reduced by more than 30%.

Keywords. static random access memory (SRAM), 9T cell, leakhge design, multiple
threshold voltages.

Introduction. As the process technology continues to scale, tmak@ower has
become a major concern in the design of VLSI systefine leakage power dissipation is
roughly proportional to the active area of the @itrcA significantly large segment of modern
processors and SoC designs are occupied by SRAMsTfkrefore, the leakage power
dissipation of a SRAM is one of the main componeoitspower dissipation in today’s
microprocessors. Many investigations and researtlage been made on SRAM'’s leakage
issue. For example, it has been proposed to usasammetric SRAM cells to reduce the
leakage current [2]. This method takes advantagheofact that in regular programs most of
the bits in data-cache and instruction-cache ax@ #ehas been also presented a forward body-
biasing method for active and standby leakage pomeeluction in cache memories by
including the device-level optimization into cirtlgvel techniques [3]. In [4], a dynamic
threshold voltage technique to reduce the leakameep in SRAMs is proposed. By this
method, the threshold voltage of the transistorsazh cache line is controlled separately using
body biasing. A diode-connected PMOS bias transtst@ontrol the virtual ground [5] is also
proposed to use. Although many techniques have jpegrosed to address the problem of low-
leakage SRAM design, most of them result in haréwarerhead and hence increase chip’s
area and reduce the manufacturing yield.

In this paper nine-transistor SRAM configuratiorused. As demonstrated in [6], 9T
memory cell can be an alternative design to a catimeal 6T cell in future highly-integrated
SRAM for sub-micron technologies because of theiceient tolerance to the process
variations. To be noted, compared with the 8T i@ 40T [8] cells the 9T-SRAM cell offers
significant advantages in terms of power consumiptio

Here it is presented a method for low-power SRAMigle based on using different
types of 9T-SRAM cells with different threshold tagie assignments. The idea is that due to
the non-zero delay of interconnects different cell&s memory array have different read and
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write delays. Therefore, the leakage current caredeced by using a high threshold voltage
for some transistors. This method has the followirgjn advantages over previous techniques:
= no hardware overhead is required,;
= no delay overhead is produced,;
= no drastic changes in design flow are required.
In addition to the listed above advantages the gged method improves the static noise
margin (SNM) under process variation.

SRAM Design

Memory Architecture

The designed 8/bit SRAM block is built up of two Mbit memory blocks along
with decoding sections and control logics (Fig.)L(&he preferred organization for SRAM is
shown in Fig. 1(b). The storage array is made ugiwiple cell circuits arranged to share
connections in horizontal rows and vertical colummbe horizontal lines (wordlines) are
driven only from outside the storage array, wherdang the vertical lines (bitlines) data flow
into and out of cells. A cell which can store 0 loiis accessed for reading or writing by
selecting its row and column. The row and columibdoselected are determined by decoding
binary address information. For example, consideowa decoder that has"2output lines,
moreover, each new output line is given differerdbitinput code . The column decoder takes
n-bit input code and produce8 Bit line access signals, of which any of them barused at
one time. The bit selection using a multiplexer gyto direct the corresponding cell outputs
to data registers is made.
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Fig. 1. Detailed view of a) Blbit SRAM Structure; b) SRAM architecture

SRAM Cell

As it has been already mentioned, the nine-treorst®nfiguration shown in Fig. 2(a)
was chosen for the cell array. The conventionalS&RIAM cell (Fig. 2(b)) is too unstable for
deep sub-micron technologies, since it fails to thoperational requirements due to a low read
SNM. For 9T structure the SNM is improved by isiigtthe read and write operations. As
seen from the 9T-SRAM structure, the configuratirosn M1 to M6 transistors are the same
for both 9T- and 6T-SRAM cells. Since 9T structwwensumes higher leakage current
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compared with conventional 6T cell due to additiaevices, the M7, M8, and M9 transistors
have been always used with higher threshold voitage

Generally, all SRAM cells used in a SRAM block adentical, i.e. the transistors
with the same name in all SRAM cells have the samaperties, that is - width, length,
threshold voltage, etc. However, as it will be shdwelow, using non-identical cells even with
the same layout footprint can realize more effitigower designs.

a) b)
Fig. 2. SRAM cell's schematic view a) 9T; b) 6T

Sense Amplifier
A sense amplifier circuit which is active only chgithe read operation is used to read
the data from the cell. In addition, it helps reglube delay time and minimizes power
consumption in the overall SRAM chip by sensingral difference in voltage on the bitlines.
Precharge Circuit
The function of the precharge circuit is to chatige bitlines to a high voltage near
supply voltage (VDD). The precharge enables tHebi to be charged high at all times except
during write and read cycles.
Address Decoder
In order to significantly reduce the power constiopin SRAM block for designing
decoders the following techniques have been used:
e dynamic decoder usage. Using this type of decoddr readuce the number of
transistors and will increase the speed of cir@jijt
« multi-stage decoding circuit techniques usage [I0k decoder is implemented in a
tree structure by which only specific paths aldmg decoder will be active.
+  Control Unit
The control unit generates internal signals of $RAM and allows the data to either
be written into the memory cell, or it passes taadrom the bitlines onto the sense amplifier.

Hybrid Cell SRAM

Due to parasitic parameters of the address despdeordlines’, bitlines’, and the
column multiplexer’s interconnects, read/write gefine of SRAM cells in memory core are
different. It is clear that read time of the cldsesll to the address decoder and the column
multiplexer is less than that for the farthest .c@lhis gives an opportunity to reduce the
leakage power consumption of the memory by incngashe threshold voltage of some
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transistors in SRAM cells. It is also clear thakdo the delay of sense amplifiers and output
buffers in read path, the read delay time of SRAM s higher than its write delay time.
Knowing that by increasing the PMOS transistorsesiold voltage of two cross-coupled
inverters in a SRAM cell will increase the writdaewithout much effecting on its read delay,
gives an opportunity to increase the mentionedststors’ threshold voltage until the write
time is below some target value for reducing tlakdge power.

Since for each additional threshold voltage ongemmask layer is needed in the
fabrication process resulting in increasing theitation cost, but the benefit of having more
than two threshold voltages is small [11]. In tipiaper only two threshold voltages are
considered. However, in general, it is possiblextend the consideration for more threshold
voltages.

SRAM Cell Configurations

To reduce the cell's leakage power consumptiorthiheshold voltage of all or some
of the transistors within the cell should be insexh Maximum reduction of leakage current
can be achieved by using only transistors with tighshold voltage, but this situation has the
worst effect on the access time of the cell. Thtus,necessary to consider other configurations
as well which have smaller leakage reduction ameialelay overhead.

Unlike [2], a symmetric cell configuration has beesed, i.e. the symmetric
transistors within a cell have the same thresholthges. Taking into consideration, that the
M7, M8, and M9 transistors in 9T-SRAM cell alwayslivbe used with higher threshold
voltages, there are eight different possibilities dssigning high and low threshold voltages to
the transistors within a cell (Table 1). The coufigions are listed in a leakage current
reduction direction; CO is an original configuratiand C7 represents a case, when the
threshold voltage of all transistors is incread&fith “H” symbol are marked transistors with
high threshold voltage, whereas not marked tramsistre with nominal threshold voltage.

Table 1
Considered configurations of 9T-SRAM cell
Conf Transistors

O ™M1 [ M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9
Co H H H
C1 H H H H H
Cc2 H H H H H
C3 H H H H H
C4 H H H H H H H
C5 H H H H H H H
C6 H H H H H H H
C7 H H H H H H H H H

All simulations have been carried on 281 CMOS technology with 1./ for the
power supply voltage and 0.82nd 0.2¥ for the low threshold voltages for, correspondingl
NMOS and PMOS transistors at?85using Synopsys design environment. Fig. 3 shows th
leakage current saving of mentioned configuratiemsus different threshold voltage values;
threshold voltages of NMOS and PMOS transistorsewecreased until nominal values plus
0.22v.

Each of considered configuration effects read andewdelays of memory cell
differently. Fig.4 shows the change in read andendilays for each configuration for different
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values of the high threshold voltage. It can bengbat the increase in read delay is significant
for C5 and C7 configurations in case of highershodd voltage.

E. ——

5o ~a

§ 70 4 ——C3

=z —a— 4
a4

g e

E a0 4 —9—'5—2

o 20 —a—C7

@

g T

= 104

g

3 0

0.00 0.02 004 008 0.08 0.10 012 014 018 018 0.20 0.22
Vih increment ()

Fig. 3. Leakage current reduction for each confitian

It can also be seen that the write time increasealf configurations except C1 and C4.
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Fig. 4. Change in a) read and b) write delay tioresfaich configuration

Noise Margin

The SNM of a CMOS SRAM cell is defined as the minim DC noise voltage
necessary to flip the state of a cell [12]. Thedation results show that all configurations
provide higher nominal SNM than that of original €nfiguration except C2. Moreover, in
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case of all these mentioned configurations the SiNMmproved with increasing the high
threshold voltage. For C2 configuration, howevhe, 8NM is slightly less than that of CO and
degrades with increasing the high threshold voltage

Due to intrinsic parameter fluctuation the perfone® and yield of the device is
greatly affected. To simulate this effect, theistial analysis of the 9T-SRAM cell with all
considered configurations is carried out. For thispose Monte Carlo simulation with 1000
samples is carried out with 15% deviation in theeshold voltage. The mean and standard
deviation of SNM for different configurations arkosvn in Table 2 for 0,42 (NMOS) and
0,3 (PMOS) high threshold voltage cases. As it candmnsall configurations are better

p-3o than original CO configuration.

Hybrid Cell Assignment

Fig. 5 shows the main part of the algorithm of tigérid cell assignment. At first the
maximum read and write delays of the memory buyiltwith only low threshold transistors are
found. The maximum read and write delay time iselabd as RDmax and WRmax,
correspondingly.

Table 2
Mean and standard deviation of SNM
for different configurations

Conf. YR Y] o (MV) p-3o (mv)
Co 0,261 21,4 196,8
C1 0,284 25,9 206,3
Cc2 0,252 13,9 210,3
C3 0,310 16,1 261,7
C4 0,278 16,7 227,9
C5 0,339 18,2 284.,4
C6 0,302 219 236,3
c7 0,335 23,1 265,7

Since C7 configuration results in the highest lggkareduction among all
configurations, it is replacing as many CO cellpassible with C7 cells in such a way that the
maximum read/write delay time of the memory willt fi@came larger than RDmax/WRmax.
After that the remaining CO cells with C6, C5, ©8, C2, and C1 are replaced.

In the above mentioned algorithm n and m are thebau of rows and columns of the
SRAM, respectively. The used configuration is notéth a label. RD (i, j) {c} and WR (i, j)
{c} subprograms return the read and write delayetiof 9T-SRAM Cell (i, j) {c} cell with ¢
configuration.

If Cell (i, j) {c} cell fails working at least wh the last C1 configuration, then all next
cells in the same i rows fail with the same configion. The same principle is applied for the |
column. The mentioned conditions are checked jigémd ri Boolean parameters.
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break

Fig. 5. The algorithm of the hybrid cell assignment

Note that for speeding up the replacement prodestead of checking for possible
replacement on each single 9T-SRAM cell, one céacrs& x k block and do the checking for
the slowest cell in the block. If the slowest qulsses delay test, the whole block is replaced;
otherwise, next configuration or block is examinkds clear that choosing a larger number for
k decreases the design time, but degrades the.resul

Simulation Results

For evaluating the efficiency of the proposed teghe, a 700MHz, 8 Mbit SRAM
block built with two 4Mbit sub-blocks is designed. The design of memoryaized using 28
nm CMOS technology with X for the power supply voltage and O\BZNMOS) and 0.2V
(PMOS) for the low threshold voltages. The simualatis performed with Synopsys XA [13]
simulator. Table 3 shows the leakage power reductiohieved and the usage of each
configuration for different values of the high thheld voltage. As it is seen from the data, the
leakage saving is not very sensitive to the thriestioltage because of 0,95ncrement in the
threshold voltage.
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Table 3
The leakage reduction and the usage of each caafign

Vinc. Leakage Usage of each Configuration (%)
I 0,
(V) | Reduction(%) —=5T¢c1 [ c2 [ 3] ca] c5 6] 7
0,01 16,18 11,3 0 3,9 0 2,1 1.p 3,6 77,9
0,02 28,07 11,4 0 7,1 0 6,7 0 7.4 67,2
0,03 35,79 11,4 0 7,6 0 15,2 q 113 54,5
0,04 40,55 11,3 0 13,1 0 17,2 a 10/0 48,4
0,05 43,13 11,8 0 13,4 0 22,2 a 16{7 35,7
0,06 39,68 11,8 0 19,1 0 24,y a 347 9,7
0,07 37,89 11,8 0 26,5 0 37,1 (073 23|3 1,1
0,08 37,04 11,9 0 27,1 0 53,4 0,3 7,0 0,2
0,09 36,13 11,9 0 314 0 54,0 0,3 2,4 0
0,10 37,25 12,2 0 32,5 0 55,8 a 0 0
0,11 37,11 12,3 0 36,5 0 51,2 a 0 0
0,12 36,02 13,0 0 41,9 0 45,1 a 0 0
0,13 34,94 13,9 0 44,7 0 41,4 a 0 0

From the table above it can be seen, that C5 canafigpn is rarely used in the low-
leakage SRAM. The reason is that the delay of Ciln®st equal to the delay of C7, but its
leakage is higher (Fig. 3 and Fig. 4). Thereforemiost cases, C7 is used instead of C5.
Similarly, C6 and C4 are used instead of C3 andr€dpectively. Since C1, C3, and C5 are
dominated over other configurations, they may betdd from the set of configurations. The
number of iterations will be reduced as a resultt iBa smaller number of configurations are
used, saving in the leakage current will decreBigace, there is a trade-off between memory
design time and leakage saving. It is clear alst the selection of suitable configurations
depends on high threshold voltage value.

Fig. 6 shows the leakage current reduction verstferent values of the high
threshold voltage when only four configurations (€2, C6, and C7) are used along with
original CO. As it is seen, in most cases the lgaksaving is more than 30%.
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Fig. 6. The leakage reduction of SRAM with five figarations usage
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Conclusion. In this paper a new technique for 9T-cell basedosnleakage SRAM
design is presented. The proposed method is bas#dteg@henomenon that the read and write
delays of a SRAM block’s memory cell are not ideatiand depend on the geometric distance
of the cell from the sense amplifier and the decalie to the non-zero delay of interconnects.
Thus, the threshold voltage of some transistorghim 9T-cell can be increased without
degrading the memory performance. By using diffei®@RAM cells’ configurations, it was
achieved a low-leakage SRAM without area or delsgrioead only making a minor change in
existing SRAM design flow. By applying proposedheigjue to an 8bit SRAM block built
with two 4 Mbit sub-blocks more than 30% leakage current reduési@chieved. Moreover,
the proposed technique improves the static noisgimander process variation.
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4.C. UBLPR3UL, L.U. EUPL3UL, U.Q. 20LULBUL, L.Z2. REALUNr3UL

ONLL YN USUSEL 2NUULLNY, 9S ZPACPTIUSEL YUNNRSIUOLNY, USUShY
ONGrUShY, ZhTtNN, UUMLP LUNUQOUUL UGENY

Lkpuyugynid k thnpp hnuwlnpunny unnwunhly owybkpwwnhy hhonn uwpph
(U02U) twpuwgsdwt' hhpphnuyhtt 9S vmwpph dpuw hhduduws unp dkpan: Unwewpl-
Jqus dbpnnp hhdtdws £ uwytt Eplnyph Jpw, np UOZU wwpph pupbpgdut b
gpundwt hwwywunnudubpp juwpdws bu qquyniunipjut nidbnupwuphg nt ykpsw-
uhshg niubkgws GLpjpuwswthwlwt  hbtpwynpnipmitiubphg: Ubkpnngp hpdudus Lk
nupplp mbuwlh 9S-UOZU wmwuppkph oqgunugnpédwit ypw’ wmmwpph jnipupwisinip
wnpwiqhunnph hwdwp’ wwppbkp obdwghtt jupnudubp: P wwppbpnipinit thnpp
hnuwlnpuinny UOzU-h twhiwgsdwt wy dbpnnubph’ wowowplws dbpnnp sh
hwiglgunid dwljiptup b hwywndwi dedwgdw: Uju dhuyt wuwhwignid £ UOZU-h
wnju  twhwgsdwt phpugulupgh wubowb  thnthnjunipmit: . Unwewpldus
Ubpnnny Ynpunuwghtt hnuwbph wjuqbgdwt swihp Juwppdws L pwpdp obdught
jupdwt wpdbphg, hyybku twb hhonnmipjut quuqush wnnbph nt yniubph
pwtwlhg: Unphjuynpdwb wpmyniupubpp gnyg ko wdbk, np wyu dbkpanng 28 ud
nbkuninghuyny hpwjwimugyués 8 Uphpwing UOZU-h Ynpunuyghtt hnuwtpp
ujuqtgynid £ wbkih putt 30%-n4:

Unwhgpuyhlt punkp. wnunhl owbpuinpy] hhonn uwpp, 9S pohg, thnpp
Ynpunuwyjhtt hnuwtpny twhiwghs, puquulh sbdwght jupnudubn:

B.III. MEJIMKSIH, H.C. DMHUHSH, C.I'. YOBAHSH, H.O. BETJIAPSH

METOJ NPOEKTUPOBAHUA TNBPUIHOI'O CTATUYECKOI'O
OIIEPATHBHOI'O 3AIIOMHUHAIOIIEI'O YCTPOUCTBA C MAJIBIM TOKOM
YTEYKH

[IpencraBneH HOBBIM METOA MPOSKTHPOBAHHUS CTATHYECKOTO  OIEPATHBHOTO
3anomuHaromero ycrpoicrsa (CO3Y) ¢ ManbiM TOKOM yTEUKH, OCHOBAHHBIA Ha THOPHIHOM
siaelike. MeTo1 OCHOBaH Ha TOM, YTO BPEMEHA CUMTHIBaHUSA M 3amucu staeiiku CO3Y 3aBucsT
OT FCOMETPUYCCKOTO PACCTOSIHUS SYCHKU OT YCHJIMTENS CYMTHIBAHUA U Jekonaepa. Kirodesas
uaes O3TOW CTaThU COCTOMT B HCIOJNB30BaHUM pa3nu4HbIX TUNOB stueek 9T-CO3Y,
COOTBETCTBYIOIIUX PA3IMYHBIM [MOPOTOBBIM HANPSOKCHUSAM JUIS KaXIOrO TPAaH3HCTOpA B
VIOMSHYTOW s4elike. B oTiamuue OT IOpyrux, MPeUIOKEHHBIH METON HE YBEIHMYUBACT
3aHUMACMYyI0 IUIOINAJb M BpEMs 3aJCpKKH, a MPHBOJAMUT TOJBKO K HE3HAYUTEIHHOMY
M3MEHEHHUIO B cyllecTBymoleM nporecce npoektupoBanusi CO3Y. CokpallieHue ToKa yTeuKH,
JIOCTHTHYTOE TIPH KCIOJIb30BAHWHU TPEAJIaraeMoro METOJa, 3aBHCUT OT BEJIMYMHBI BBICOKOTO
MIOPOTOBOTO HANPSDKEHHWsS, TaK ke, KaK M OT YHUCJa PSAJOB W KOJOHOK MAacCHBa TIaMSTH.
PesynbTaThl MOIEIHPOBAHHUS C HCIOIB30BAHUEM IIpEIaracMoro meroma it 8 MOHWTHOrO
CO3Y, peaqn30BaHHOIO MO TEXHOJOrHH 28 HM, MOKa3ajld, YTO TOK YTCYKH YMCHBIIACTCS
6oiee yem Ha 30%.

Knroueevte cnoea. crathdeckoe OINEPATUBHOE 3allOMUHAIOIIEE yCTpoiictBo, 9T
siyeiiKa, MPOCKTHUPOBAHUE C MAJIBIM TOKOM YTCUKU, MHOTOKPATHBIC IIOPOTOBBIC HATIPSIKCHHS.

274



