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DECREASING VOLUME OF IMAGE DATABASE
FOR AUTOMATION FACE RECOGNITION SYSTEM

Granting computers ability to discover and identifg object is a contemporary problem that
deserves special attention. This problem is widmhailable in various technological processes,
security services, reading systems, criminal lawedital systems, video-conferences, in computer
virtual reality, as well as in all video observatisystemsBecause the recognition database is a
collection of images and automatic face recognisigstem should work with these images, which can
hold large volumes of computer memory that is wey mecessary to investigate and develop a
method / tool for optimal using volume of computeemory (that decrease image a database volume)
and implement quick search within database.

Keywords: Haar-like features, LEM (Line Edge Map), invarigpiikel, frame.

Investigations and study of certain methods helpoudevelop and implement the
method/tool, which decreases volume of recognittatabase. To achieve the above
mentioned goal the image LEM (Line Edge Map) isdufl]. Since quantity of images in
recognition database (n) is not infinite, imagedrfip, *.jpg), n=40 and *.jpg format are
selected. For object detection and recognitionrélgn Haar-like features are used. They
owe their name to their intuitive similarity withadr wavelets and are used in the first real-
time face detector.

Image sensors have become more significant innfleennation age with the advent
of commodity multi-media capture devices such agtali cameras, webcams and camera
phones. The data from these media sources (whitkiyeare still images or video) reach the
stage where manual processing and archiving bedorpessible. It is now possible to
process these images and videos for some appheatio near real-time using motion
detection and face tracking for security systenmsweéler there are still many challenges
including the ability to recognize and track obgeat arbitrary rotations. Haar-like features
have been successfully used in image sensors dertfacking and classification problems
[2], however other problems such as hand trackinghf8le not been so successful.
Historically, working with only image intensitiesd., the RGB pixel values and every pixel
of image) made the task of feature calculation agtjpnally expensive. A publication by
Papageorgiol4] discussed an alternate feature set based on Haaglets instead of the

usual image intensities. Viola and Joijb$ adapted the idea of using Haar wavelets and
developed the so-called Haar-like features. A Hikar-feature considers adjacent
rectangular regions at a specific location in ad@n window, sums up the pixel intensities
in these regions and calculates the difference detvthem. This difference is then used to
categorize subsections of an image. For examplehave an image database with human
faces. It is a common observation that among abdahe region of the eyes is darker than
the region of the cheeks. Therefore a common Hasufe for face detection is a set of two
adjacent rectangles that lie above the eye andchieek region. The position of these

328



rectangles is defined relative to a detection wimdbat acts like a bounding box to the
target object (the face in this case).

In the detection phase of the Viola-Jones objettatien framework, a window of
the target size is moved over the input image,fandach subsection of the image the Haar-
like feature is calculated. This difference is theompared to a learned threshold that
separates non-objects from objects. Because stidarlike feature is only a weak learner
or classifier (its detection quality is slightlytter than random guessing) a large number of
Haar-like features are necessary to describe acbbjth sufficient accuracy. In the Viola-
Jones object detection framework, the Haar-liketuies are therefore organized in
something called a classifier cascade to formangttearner or classifier.

The key advantage of a Haar-like feature over rotstr features is its calculation
speed. Due to the use of integral images, a Hearféiature of any size can be calculated in
constant time (approximately 60 microprocessorimsions for a 2-rectangular feature).

The main reason for this is the fact that Haar-fé&atures are not invariant over
rotation. This means that any object that rotates ia sensitive to angle changes (such as
hands) will be difficult to solve using standarddfidike features. The features that define
faces tend to be insensitive to small angle vaniatiand Haar-like features have been used to
detect head rotations of as muchi&d from the vertical [6]. When people are standingjith

heads is naturally aligned vertically with resptxigravity, this rotational sensitivity tends
not to be a significant problem for faces. Othedybparts such as hands, arms and legs are
not normally aligned with the horizontal or vertiexes and they are difficult to model with
traditional Haar-like features. Researchers hamdee to use edge detection or color based
tracking of these parts.
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Fig. 1. Standard Haar-like features aaéitwisted Haar-like features

Several researchers have studied the impact ofaimeprotations for image sensors
with the use of twisted Haar-like featurd¢5() [6] or diagonal features of fairly good
performance have been achieved. These techniqlidsawe little benefit for problems that
are sensitive to rotations, such as hand identificg[3], which are not aligned to fixed
angles 0%, 45% 90°, etc).

Haar-like feature based classifiers like the Jomas Viola, face detector work in
almost real time using the integral image(or sumraezh table) data structure that allows
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features to be calculated at any scale with onbpé&rations. However standard Haar-like
features are strongly aligned to the vertical/ zamtal or45° (Fig. 1.) and so are most suited

to classifying objects that are strongly alignedava#i, such as faces, buildings, etc.

Standard Haar-like features consist of a classaidllfeatures that are calculated by
subtracting the sum of a subregion of the feattown the sum of the remaining region of the
feature.

Integral images or summed area tables are a datdwse that contain the sum of all
the pixels above and to the left of the currenepiXhe time complexity of the algorithm is
2MN (where M and N are the height and width of ithage) since each pixel in the integral
image requires two addition operations (see eq. 1).

fL) =fi—- L) +fij—-1)—fi-1j—1) + g, (1)
whereg(i, j) is the pixel value at positicii, j), (i, j) is the integral image value at position
(1i). Integral images are important as they allow tha sf a rectangular area of pixels of
any size to be calculated with only 4 look upshi@ Integral image data structure:

33 g(i, ) =f(a,0)- f(a,d)- f(b,c) f(b,d) @)

i=a j=c
whereg (i,i) is the pixel value at positiofi, i), f (i.i) is the integral image value at position
(i,i), (a,c) is the coordinate of the top left pixel aOld,d) is the coordinate of the bottom
right pixel of the rectangular region that is besugnmed.

Edge information is a useful object representafieature that is insensitive to
illumination changes to certain extent. Edge deiacis a fundamental tool in image
processing and computer vision, particularly in #reas of feature detection and feature
extraction, which aim at identifying points in aital image at which the image brightness
changes sharply. The purpose of detecting shampgelsain image brightness is to capture
important events and changes in properties of tbddwlIn the ideal case, the result of
applying an edge detector to an image may leadstd af connected curves that indicate the
boundaries of objects, the boundaries of surfackings as well as curves that correspond
to discontinuities in surface orientation. Thusplgmg an edge detection algorithm to an
image may significantly reduce the amount of dathd processed and may therefore filter
out information that may be regarded as less ratevahile preserving the important
structural properties of an image. If the edge a&te step is successful, the subsequent task
of interpreting the information contents in thegamal image may therefore be substantially
simplified. However, it is not always possible tbt@in such ideal edges from real life
images of moderate complexity. Edges extracted fiomtrivial images are often hampered
by fragmentation, meaning that the edge curvesiareonnected, missing edge segments as
well as false edges not corresponding to intergspphenomena in the image thus
complicating the subsequent task of interpretirggithage data [7].

Rectangular mask &m) for getting LEM of image (Fig. 2) is used. Ahages
having < n size of rectangles (n=8) and these rectangles bmismaller than the main
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features of the image details (nose, mouth, eykd)elps us to observe all brightness points
and avoids not important pixels of image.

image LEM

original image

Fig. 2. Used 8x8 mask for getting image LEM

1234 5 &7 8
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mask n=8 pixels
Werticaln pizels Vn=12,.. 6=

Rectangel from image region

Image region

Fig. 3. 8x8 mask and image divided with 8x8 regtas

Equation (3) is used for calculating brightnesshofizontal or vertical pixels and
their opposite side pixels (Fig. 3).

V=) (6D -8, H=) (1) -8, ©
i=1 j=1

The function having brightness values of horizoratatl vertical sides on current
rectangle, which shows lines according to brighinedues (Fig.3) is developed.
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Fig. 4. Haar-classifier face detection algorithredow

Fig. 4 shows changing recognition images data flow Haar classifier face
detection algorithm. Using black and white linerage method for training database the

following results are given in Table, wheretg.g and tg,, are face detection and
recognition time,Sgcg andSg,, are sizes of training images are used for retiogn

Table
Training database Detection and recognition Training database

type Training images| time size

RGB 40 trece SrcE
BW(black and S
white) 40 tew B

After many experiments we get the following result
tree = tgw @nd Sgy =Spep x (0.6 — 0.58), 4)

which means that image database size is reduced(e42 % percentage. So we get image
optimization tools which can help us to optimized amduce the file size of the image
database for recognition and developed a methodbl/ for optimal using volume of
computer memory .

So in future work we will try to implement reaite frame moving face discovering
and identifying the automation system, which wikeuthe result of this work and will try to
identify and recognize faces using database wiN lof images.
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Q. U. 1N1.NU3UL
QGULP UYSNUUS KULUUUL 2UUTYU P NMUSEUELUE P SYSULLEE fRULQUSE OUYULP
LIdUQGsNrU

Zwdwlunpgsht opjjnttpp Wjwwnkint hwnlnipjudp b fwhwsnnujub ntbwlnipjudp odunbip
uguon fuhuin wpnhwfwb punhp b wpdwbh B nupwunpoipjui: Ujun wnw b nkubninghulwh
gnpépupwgubpnud, wwhwluhtt Swnwmpniubbtpnud, ppwghunipjui Uk, b whuwhuljnud
Juwnwnnn pojnp w] hwdwlwpgbpnud: Uju wppnwinwpnid junwpyws ku wyn ughputph nisdwi
hwjnuh dkpnpubtph niuntdbwuhpmpiniuitp b hbnwgnunipniuibp: Ukp tyuwnwyy £ hbknwgu dbp
wplunwnwbpubpnd dpwltp b ppwluuguty nhdph dwbwsdwt b Jbpnsnipjut hwdwljwpg, npp
Jogquugnpsh wyu wpuwnwipnid ukpuyuglws gdwihtt quwnykpubph puqui :

Unwigpuyhl punkp. Zuwnph pinipugnhsubp, gduyhtt wwnybtp, hiduphwbn, whljub), jungp:

I.A. TIOTOCSIH
VMEHBIIIEHUE OBBEMA BA3BI IAHHBIX M30BPAXKEHUII B
CHCTEME ABTOMATHU3ALIMH JJI PACTIOSHABAHWUS JIMIIA

CrocoGHOCTh KOMITBIOTEPOB OOHAPYXXMBATh U HAEHTU(UIUPOBATE OOBEKT - aKTyalbHas
mpoGyeMa, KOTOpas 3aC/ly)KHUBAaeT BHUMAHUS, OCOGEHHO B Pa3IUYHBIX TEXHOJIOTHYECKUX
IIPOLIeCCAaX, OXPAHHBIX YCIyraX, CUCTEMAaX CUYUTHIBAHWS, MEJUIMHCKUX CHCTEMAX, B XOJe
BU/IEOKOH(EpeHIUY, B KOMIBIOTEPHON BHUPTYaJbHOW pPEWIBHOCTH, a TaKXe BO BCEX
BufieocucTeMax HabmiomeHus. Ilockonasky 6asa [JAaHHBIX - 3TO KOJUIEKIUK H300paXKeHUH u
aBTOMATUYECKAs CHCTEMAa PAaCIO3HABAHWA JIUIA AOJDKHA paboTaTh C STUMH H300paKEHUAMYU,
3aHUMAIOIUMY  GOJBIION O06BEM IaMATH KOMIIBIOTEpa, TO HEOOXOAWMO WCCIeNOBaTh U
paspaboraTth MeTOZ, - WHCTPYMEHT M OINTHMAIBHOTO WCIOJIb30BAHUA 0OBeMa NaMATH
KoMIbioTepa (yMeHblIeHe 00beMa 6a3bl JAHHBIX U300PaXKEHU) M OCYLIECTBUTH OBICTPHIA IOUCK
B 6ase JaHHBIX.

Krrovessre croBa: onpepenureny ['aapu, nuHeWHOe OTOOpaKeHWe, WHBAPHAHTHOCTH,
TIUKCeJ, Kafp.
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