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G.E. HARUTYUNYAN, D.V. MELKUMYAN

FAULT LOCATION AND DIAGNOSIS ALGORITHM FOR STATICA ND
DYNAMIC FAULTS IN SRAMS

A multiphase March algorithm of complexity 74N+Cheve N is the number of memory
words, C is a constant, for location and diagnadistatic and dynamic faults in Static Random
Access Memories (SRAM) proposed. Previously faoltation and diagnosis algorithms were
proposed for static faults or dynamic faults orilfis algorithm locates the failed bits and diagsose
the fault types within the space of all simple {okéd) static faults, as well as of a special $eivo-
operation dynamic faults.

Keywords: static fault, dynamic fault, March test, detectitmtation, diagnosis.

1.InTRODUCTION . The problems of fault detection, location and d@gs in SRAMs
(see [1]) are of prime importance in connectionhvttie increasing density of embedded
memories and their dominating portion in systenebips (SoCs). In addition to the
previously known static functional fault models {f$) [1], new dynamic FFMs based on
Inductive Fault Analysis (IFA) (see [2]) were intiuced.

In [3], a method of partial diagnosis with furtifault location was proposed for the
traditional FFMs. In [4], an efficient March-bastallt location and full diagnosis algorithm
was proposed only for dynamic FFMs in bit-orienBRIAMS.

In the paper, we present a March algorithm of cexipt 74N+C for location and
diagnosis of both static and dynamic faults, whéris the number of memory words, C is
the constant. The general algorithm consists aéethphases. In phase 1, sequentially 3
March algorithms are applied for fault detectior grartial diagnosis: March VLP1, VLP2
and VLP3 of overall complexity 74N. Phases 2 arade8optional and are intended for fault
diagnosis and location. In phase 2, a diagnosigdtion algorithm of constant complexity
7...325 is applied. In phase 3, algorithms of compjes7...181 should be applied. It
should be noted that for some faults not all tliedlphases are needed.

2. MAIN NOTATIONS . The definition of the fault primitive (FP) concepsed to
define the static and dynamic faults can be foumf2], [5]. A March algorithmM is a test
algorithm with a finite number of March elemes{M 1, M,, ..., M} where each March
elementV; consists of an addressing direction and a finit@lmer of Read/Write operations
(see [1)).

For a given memory failure, <S/F/R> denotes a FRre/f§ denotes a sensitizing
operation sequence, i.e. an operation sequencerdbalts in a difference between the
observed and the expected memory behavior. Theyfaehavior F is the observed memory
behavior that deviates from the expected one, anfDR1, -} is the result of the Read
operation of S applied to the faulty cell in casenis with operation Read. A “-” in iReans
the output data is not applicable. Table 1 dessrédesingle-cell static FFMs (see [5]). Note
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that the symbol “~” used in Tables 1-5 denotesdalgnegation, and x, y, z[1{0, 1}. Table
2 describes all two-cell static FFMs.

In [2], a total of 30 two-operation single-cell dymic FPs were described and compiled
into a set of five FFMs (see Table 3). A two-opera-cell dynamic FP can be represented
as <§ S/F/R> where $(respectively, g describes the sequence of operations applied to
the aggressor (victim) cell “a” (“v”) or its statd.dynamic FP is sensitized by applying two
operations sequentiallyo the aggressor or victim cell. Depending on thenber of
operations applied to the a-cell and to the v-@&ilj on the order in which they are applied,
four types of S can be distinguished:

1. S, the two sequential operations are applied toafell, the v-cell is in a certain
state.

2. Sy; the two sequential operations are applied tovticell, the a-cell is in a certain
state.

3. Sy, the first operation is applied to the a-cell]daled immediately with a second one
to the v-cell.

4. S, the first operation is applied to the v-cell,léoted immediately with a second one
to the a-cell.

We will consider only classes of FPs caused hyaBd S, since, as noted in [6], it is
impossible to test the faults from,&nd $, by means of March algorithms, in general.
Table 4 describes all FPs caused hy Bable 5 describes all FPs caused Ry S

For a given March algorithm, the corresponding idicry of fault syndromess
constructed in the following way (see [3]): eaclv eespectively, column) of the dictionary
corresponds to a certain fault class (respectiveliRead operation from the March test). If
the March test contains r Read operations, théRgss(Ry), ...,  gR.1)> is the signature
of the [" fault named March syndrome, wheréRg=0 (respectively, 1), if the"kRead
operation of the March test returns to a fault-frespectively, faulty) value.

TABLE 1. SINGLE-CELL STATIC FFMs TABLE 2. TWO-CELL STAIC FFMs

FFM Fault primitives FFM Fault primitives

SF <X/~x/-> CFst <x; y/~yl->

TF <XW(~X)/x/-> CFds <RX; y/~y/->, <xWy; z/~z/->
WDF <XWxX/~x/-> CFtr <x; YW(~y)ly/->

RDF <RX/~X/~x> CFwd <x; yWy/~y/->
DRDF <RX/~Xx/Xx> CFrd <x; Ry/~y/~y>

IRF <RX/X[~x> CFdrd <x; Ry/~yly>

CFir <x; Rylyl~y>
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TABLE 3. SINGLE-CELL DYNAMIC TABLE 4. FPs FROM TABLE 5. FPs FROMS,,,

FPs Saa
FF Fault primitives FF Fault FFM Fault primitives
M M primitives
dR <XWYRY/~y/~y>, dCF | <xWyWt; dCFrd <x; YWzRz/~z/~z>, <X;
DF <XRXRX/~x/~x> dswm z/~z/-> zRzRz/~z/~z>
dIR XWYRyly/~y>, dCF | <xWyRYy; dCFdrd <Xx; YWzRz/~z/z>, <x;
F <XRXRX/X/~x> dsu z/~z/-> zRzRz/~z/z>
dD XWYRYy/~yly>, dCF | <xRxWy; dCFir <x; YWzRz/z/~z>, <X;
RD <XRXRX/~x/x> dsw z/~z/-> zRzRz/z/~z>
F
dTF <XWYW(~y)lyl->, dCF | <xRxRX; dCFtr <X; YWzW(~2)/z/->, <x;
<XRXW/(~X)/x/-> ds, z/~z/-> ZRzZW(~2)/z/->
dWDF XWYWYy/~y/->, dCF <X; YWzWz/~z/->, <X;
<XRXWx/~X/-> wd ZRzZWz/~z/->

3. THE PROPOSED ALGORITHM . The algorithm consists of 3 phases. Phase 1 is for
fault detection and partial diagnosis. After thiepe all considered faults are detected. Using
March syndromes obtained from phase 1 faults avepgrd. Two faults are in the same
group if their corresponding syndromes are the sdhases 2 and 3 are for fault diagnosis
and location. Note that the algorithm can applydhk first phase or only the first and the
second phases for specific fault groups. But theeee fault groups that require all three
phases. If a syndrome is obtained that is out oflisty the algorithm stops its work with a
message “Unknown fault”. It is natural to obtairclsiunknown” syndromes, since we do
not consider all the space of realistic faults.

Table 6 presents the three March test algorithras dne used in phase 1. These
algorithms must be applied sequentially (first Makd_P1, then March VLP2, then March
VLP 3) and join the obtained March syndromes. Tverall complexity of phase 1 is 74N.

Diagnostic algorithms are listed in Table 7, looatialgorithms in Table 8.
Algorithm LD1 from Table 8 additionally has als@adnosis capability. In Tables 7 and 8, x,
y, z O {0, 1}, “W\"* I "Ry" ("W A" / “RA") means Write / Read operation applied to the
victim (aggressor) cell. In these algorithms thgragsor cell (A) is considered that it is
physically placed on the left (L), up (U), right)(Br down (D) side of the victim cell. “For
each A cell” means apply all \and R operations sequentially first on cell L, then @i
U, R and D. “W” means Write operation to the L cell only.
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TABLE 6.PHASE 1 ALGORITHMS

Name Description

fT(wo): T(RO, W1, W1, R1, W1, W1)f(R1, WO, WO, RO,
WO, WO0);

March VLP1 | o, vv)1, W1, R1, W1, WL§(R1, WO, WO, RO, WO,
WO0); T(RO).
T(wo); T(RO, W1, R1, W1, R1, R1fI(R1, WO, RO, WO,

March vip2 |0 RO)
U(RO, W1, R1, W1, R1, R1}}(R1, WO, RO, WO, RO, RO);
M(RO).
fT(wo); T(RO, WO, W1, wo, W1)I(R1, W1, WO, W1,
WO0);

March VLP3 U(R)O, WO, W1, WO, W1)(R1, W1, WO, W1, WO);
M(RO).

TABLE 7. DIAGNOSIS ALGORITHMS

N . Leng
ame| Description th
Dl(X) WV(~X)1 WV(X)v RV(X)v WV(~X)1 R\/(~X)r WV(X)v RV(X) 7
DZ(X) WV(~X)1 WV(X)v RV(X)v RV(X)v WV(X)v WV(X)v RV(X)v RV(X)v WV(X)v RV(X)v WL(X)v RV(X) 12
D3 |[Wy(0), W/(1), W(0), R/(0), WA/(1), Wi/(1), Wy,(0), R/(0) 8
{W\(1)}; {For each A cell: WK(0)}; {R (1), Wo/(0), Wy,(1), Wi(1), R/(1), R/(1), WA/(0),
Wy (0), R/(0), R/(0), Wy (1), R/(1), R/(1), Wi(1), R/(1), Wy(0), R/(0), R/(0), WA/(0), R/(0)};
{For each A cell: W(1)}; {Rv(0)};
D4 {For each A cell: W(0)}; {Rv(0), Wi,(1), Wy,/(0)}; {For each A cell: W(2)}; {Rv(0), W4,(2), 71
Wy (0), W(0), R/(0), R/(0), W/(1), Wy(1), R/(1), R/(1), W(0), R/(0), R/(0), W(0), R/(0),
Wy (1), R/(1), R/(1), Wy(1), R/(1)}; {For each A cell: W(0)}; {Rv(1)}; {For each A cell:
WAL} {Rv(1)}
{W\(0)}; {For each A cell: WK(0)}; {W v(0), WA/(1), R/(1), W/(0), WA/(1), R/(1), W/(1),
Wy(1), R/(1), R/(1), R/(1), Wy(1), Wy, (0), R/(0), Wi/(1), Wy/(0), R/(0), W,/(0), W,,(0), R/(0),
Rv(0), R/(0)}; {For each A cell: Wi(1)}; {W (0), Wy(1), R/(1), WA(0), W/(1), R/(1), Wy(1),
Wy (1), R/(1), R/(1), R/(1), Wy(1), W(0), R/(0), W/(1), W(0), R/(0), W,,(0), W4/(0), R/(0),
D5 RV(O)1 R\/(O)}r {For each A cell: \M(O) ’ V\/\/(O)r WA(O)v WA(O)1 R\/(O)v WA(l)r WA(O)r RA«(O)v 325

RV(O)1 WA(O)r WA(l)r R/(O)r WA(O)r WA(O)v RA(O)r RA«(O)v R\/(O)v WA(l) ’ VV\/(O)v WA(l)r WA(l)r
RV(O)1 WA(O)r WA(l)r RA«(l)v R\/(O)v WA(l)r WA(O)r R/(O)r WA(l)v WA(1)1 RA(l)r RA«(l)v R\/(O)}r
{For each A cell: W(O)! Vv\/(l)! WA(O)! WA(O)! R/(l)! W/-\(l)l WA(O)! RA(O)I R/(l)- WA(O)I
WA(]-)! R/(l)! WA(O)I WA(O)I RA(O), RQ(O)! R\/(l), WA(]-)! Vv\/(l)! WA(]-)! WA(]-)! R/(l)- WA(O)I
WA(]-)! RA(l)l R/(l), WA(]-)! WA(O)I R/(l)! W/-\(l)l W/-\(l)l RQ(]-)! RA(l)l P\/(:I-)}
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TABLE 8.LOCATION ALGORITHMS

L Lengt
Description h
{For each A cell: W(X)}; {W v(2)}; {For each A cell: W(y), Ra(y), Rv(2)} 17
{For each A cell: W(1)}; {W v(x)}; {For each A cell: W(0), W,,(0), R,(0)} 17
{For each A cell: W(0)}; {W y(0)}; {For each A cell: W(0), Wx(1), R,(0)} 17

{For each A cell: W(~x)}; {For each A cell: WA(X), Wy(~Y), Wy/(Y), Wy/(Y), Ru(Y), Ru(Y), Ru(Y), 84
Wy (y), Wy (y), Ru(Y), Wo(y), Wy (=y), WA (Y), Wy (=), Ri(=Y), Wa(y), Ru(Y), Ru(y), WA/(Y), Ru(y)}
{Wy(y)}; {For each A cell: WA(~X), Wa(X), Wa(X), Wa(X), Ra(X), Ra(X), Wa(X), Wa(=X), Wa(x),
Wa(=X), Wa(X), Ra(X), Rv(V)}

{For each A cell: W(0)}; {W v(X)}; {For each A cell: WA(0), Wx(1), Ra(1), R/(X), Wy/(X), WA(0),
WA(l)v R\/(X)v WA(l)r WA(O)r RA«(O)r R\/(X)v WV(X)v WA(l)r WA(O)r R\/(X)v WA(1)1 WA(1)1 RA(l)r 181
RV(X)v WA(l)r WA(l)r R\/(X)v WA(O)r WA(O)v RA(O)r R\/(X)v WA(O)1 WA(O)1 R\/(X)v RA(O)r RA(O)r
WA(O)v R\/(X)v RA(O)1 WA(1)1 R\/(X)v RA(1)1 RA(l)r WA(l)r R\/(X)v RA(l)r WA(O)r R/(X)}
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The aggressor cell is found in the following wayhem operation Rreturns a faulty
value at the first time, then the current A-cel] {I, R, D) is considered as an aggressor cell.
The maximum length of the diagnosis/location algponis is 325 which is a constant number
and does not depend on the number of memory ¢die that the syndromes of phase 2 are
constructed only by the results of operationsditice operation Ris used only for fault
sensitization but not for fault detection.

Due to the limitation of the paper, we do not brimgye all the cases describing which
algorithm should be used in the next phase for eathined March syndrome. But for each
specific case we will bring an example to explaowhthe algorithm works. Fault groups
obtained after phase 1 can be divided into 5 types:

Type 1. The groups contain only one single-celltfdtor these groups further phases are
not needed since they are already located and asagn For example, syndrome
(1001100111000011110000111110101) corresponds @o RRA <O0/1/->. Thus if this
syndrome is obtained in phase 1, then the FP i;mdised and located.

Type 2. The groups contain more than one faultthey are only single-cell faults. For
these groups only a diagnosis algorithm is neettee $he faulty cell is already located. For
example, if the syndrome (000000000000001000000DIM@MWO0) is obtained in phase 1,
then either FP <1WORO0/0/1> or FP <1R1WO0/1/-> i®ditd. Since both of them are single-
cell faults, then there is no aggressor cell tatecand only diagnosis algorithm should be
applied. For this group D1(0) algorithm should Isediin phase 2. If the syndrome of D1(0)
is (101), then it means that FP <1WORO0/0/1> ismisgd, if (001), then FP <1R1WO0/1/-> is
diagnosed.

Type 3. The groups contain only one fault which tsvo-cell fault. For these groups only
a location algorithm is needed since the fault lieaaly diagnosed. For example, if
(1000000101000000000000111010000) syndrome isrmatan phase 1, it means that the
FP <1,0/1/-> is detected. For this FP a locatigoaihm is needed to locate the aggressor
cell. For this purpose L1(0,1,0) algorithm shouddused in phase 2.

Type 4. The groups contain more than one faultanelast one of them is a two-cell
fault. For these faults, location and diagnosisodigms are needed. For example, if
syndrome (0010001000000100000001000000010) is rmatain phase 1, it means that
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either FP <0RO0;1/0/-> or FP <1R1;1/0/-> is deteciHuus we should diagnose in the next
step which FP exactly from these 2 in the memoguoed. Since the group contains at least
one coupling fault, then the location of the aggoesell should be detected as well. Using
LD1(1) algorithm we will diagnose the fault as wa$l the aggressor cell. If the syndrome
obtained from algorithm LD1(1) is (00100011111her FP <ORO0;1/0/-> is diagnosed. If
the algorithm returns syndrome (100011111111), #er1R1;1/0/-> is diagnosed.

Type 5. The groups contain more than one faultaneast one of them is a two-cell
fault. This type is the same as Type 4, but fosé¢hkaults two further phases are needed, one
for diagnosis, and the second for Ilocation. For mgde, if syndrome
(0010010000000100001110000001000) is obtained BseHl, it means that either FP
<0;1/0/-> or FP <1;1/0/-> is detected. In phasea@orithm D4 should be applied. If
syndrome (11100111000000000000000010) is obtametase 2, it means FP <0;1/0/-> is
diagnosed. If syndrome (00000000000000001100011K0bptained in phase 2, then it
means that FP <1;1/0/-> is diagnosed. In phase 2dmgnosed the fault but not the
aggressor cell position. That is why we need orgitiadal phase. In phase 3, algorithm
L4(0, 0) should be used if FP <0;1/0/-> is diagnbsephase 2, and the algorithm L4(1, 0)
should be used if FP <1;1/0/-> is diagnosed in pl2as

4. EXPERIMENTAL RESULTS . For our experiments we have used Virage Logic Yield
Accelerator tool that allows to create test patieimat can be applied to the chip in the
automatic test equipment (ATE) environment. It gmocess tester output files providing
detection, location and diagnosis of faults.

We injected two coupling faults on a memory of #ige 16 rows x 16 columns. The
static fault <1WO0;0/1/-> was injected in the pasiti(victim cell = (5,1), the aggressor cell =
(6,1)). The second injected fault was dynamic fa@flR1R1/1/0>. It was injected on the
position (victim cell = (2,5), aggressor cell =4p, The expected information was the
following:

» Detect FP <1W0;0/1/-> on (5,1), (6,1) positionbklongs to a group of Type 3.

» Detect FP <0;1R1R1/1/0> on positions (2,5), (A4pelongs to a group of Type 5.

Then we ran the algorithm and it detected botht$awith the following message:

Errors vere detecte

Memory, Fault, Victim Row, Victim Col, Aggr. Row,dgr. Col
dpram_lt[1], <1WO0;0/1/->,5,1, 6, 1

dpram_lt[1], <0;1R1R1/1/0>, 2, 5, 2, 4
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FP <1W0;0/1/-> was detected and diagnosed in phadeor fault location, the
algorithm L1(1,0,0) was used in phase 2. We carilsdedhis fault indeed belongs to a group
of Type 3. FP <0;1R1R1/1/0> was detected in phaskafnosed in phase 2 and located in
phase 3. We can see that this FP belongs to a gifotippe 5. This experiment proves the
validity and the correctness of the proposed algori

5. CONcCLUSIONS. A new algorithm for static and dynamic fault locati and
diagnosis is presented. The general algorithm stssif three phases. In phase 1 we apply
sequentially 3 March algorithms for fault detectiamd partial diagnosis of overall
complexity 74N, N is the number of memory wordsasds 2 and 3 are optional and are
intended for fault diagnosis and location. In plsa8eand 3 diagnosis/location algorithms of
constant complexity are applied.

REFERENCES

1. Van de Goor A.J. Testing semiconductor memories: Theory and Pmcfiohn Wiley & Sons,
1991.

2. Hamdioui S., Gaydadjiev G. N., Van de Goor A.J.A Fault Primitive Based Analysis of
Dynamic Memory Faults // IEEE T4Annual Workshop on Circuits, Systems and Signal
Processing. - Veldhoven, the Netherlands, 200384F89.

3. Vardanian V.A., Zorian Y. A March-based Fault Location Algorithm for StatiafiRlom Access
Memories // In Proc. of IEEE Int. Workshop MTDT,(2) - P. 62-67.

4. Harutunyan G., Vardanian V.A., Zorian Y. An Efficient March-Based Three-Phase Fault
Location and Full Diagnosis Algorithm for Realisfievo-Operation Dynamic Faults in Random
Access // In Proc. of IEEE VLSI Test SymposiumB08. - P. 95— 100.

5. Hamdioui S., Van de Goor A.J., Rodgers MMarch SS: a test for all static simple faults //
Records of IEEE Int. Workshop MTDT. — 2002. - P-191.

6. Harutunyan G., Vardanian V.A., Zorian Y. Minimal March tests for detection of dynamic
faults in random access memories // JETTA. - Fayr@007. - Vol. 23, N. 1 - P. 55-74.

YSU. The material is received 01.08.2010.

286



Q.E. ZUCNRESNRLEUL, 2.4, UCLRNRUBUL

USUShu LULNUESMULNS 2bTNN, UUNMLELNRU USUSHY &Y 1hLUURY
ULUUrenNkEe3NhLLENh SENUSLUSUUL BY UNSNCNTUTUL ULGNPEU

Ukpjuyugws t puquuthnyuing 74N+C  pupnnmipjudp dwpy wignphpd  uwnwwnhl
twundbnpwing hhponn wwppbpnid unnwwnhl b ghtwdhl whuwppmipniutiiph nmbnujuugdwt b
wpunnpnodwt hwdwp, npnbn N-p hhonpnipjut puntph pwhwlu E hulj C-u° hwuwnwwnnit phy:
Lwulhtinid huynih whuwppnipnibibph nbnuyiugdwt b wjunnpnodwt wignphpdubpp tnk) B
dhuyt unwwnhl ud dhuy ghtwdhl whuwppnipnibtph hwdwp: Uju wignphedp nknuytwinud £
hhpnn wwpph whuwpp phpep b whinnpngmd - whuwppnipjut whwyp pojnp wwpg (Sjuyulgyws)
unwwnhl] whuwppmipmpniutiiph b Eplne gopénnmipyudp nhtwdhly whuwppnipmnitibph hwwnndy
Eupwpwuqunipyut hwdwp:

Unwhgpughli pupkp. vinunhl] whuwppmipnil, nhtwdhl] whuwppnipmnit, dwpy phuwn,
hwjntwpbpnud, nknujiugnid, wnnpnonid:

I'.E. APYTIOHAH, I.B. MEJIKYMAH

AJITOPUTM I JIOKAJIM3AIIUU U JUATHOCTUKU CTATUYECKUX U
JTUHAMUWYECKUX JEPEKTOB B CTATUYECKHNX 3ATIOMUHAIOIIINUX YCTPOMCTBAX C
ITPOU3BOJIBHOM BEIBOPKOM

IIpencraBmeH MHOro}a3oBBIH MAapII-&JITOPUTM [JIS JIOKAIM3AUUM U JUATHOCTUKHU
CTaTUYECKUX M JUHAMUYECKHX He(eKTOB B CTAaTUYECKMX 3aIlIOMMHAIONUX YCTPOICTBAX C
IIPOM3BOJIBHOM BBIGOPKOI co cimoxHOCTBIO 74N+C, rme N - umcio CjIoB B 3allOMHUHAIONIEM
ycrpoiictse, a C - koHcTaHTa. PaHee mpescTaBieHHbIe aJrOpUTMEL JIOKAIU3AIUN U JUATHOCTUKH
ObLIM TONBKO JJA CTaTUYeCKMX WM AuHaMudecknx zgedexro. IlpemcrapieHHSBIN aaroput™
JoKanusupyer pebeKTHBIM OUT M JUATHOCTHpPYeT THUI Jedexra Jad BceX IPUMHUTHUBHBIX
(HeCBA3aHHBIX) CTATUYECKUX Ae(EKTOB M AJA CIEIWAaIbHON IIOATPYNNBI ABYX ONEpalMOHHBIX
IUHAMUYECKUX nedeKToB.

KmroveBrrte cmoBa: cratmdeckuil  fgedekr, auHaAMHUYeCKui#l fedeKT, MapII-TecT,
OoGHapyXeHUe, JIOKAIN3AI N, TUaTHOCTHKA.

287



	Journal 2010 N3 54.pdf
	Journal 2010 N3 55.pdf
	Journal 2010 N3 56.pdf
	Journal 2010 N3 57.pdf
	Journal 2010 N3 58.pdf
	Journal 2010 N3 59.pdf
	Journal 2010 N3 60.pdf
	Journal 2010 N3 61.pdf

