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A NOVEL PULSE SYNCHRONIZER DESIGN WITH THE PROPOSED
SYNC CELL MODEL

The behavioral model of previously proposed novel sync cell and pulse synchronizer
design is presented(|The behavioral model is developed using Verilog HDL. Pulse
synchronizer designed is based on the sync cell model and verified with X-injection during
the simulations to identify failures in early design stages. The use of the designed
synchronizers reduces overall area and the clock cycle required for synchronization which
improves the performance of the overall system where they are used.

Keywords: clock domain crossing (CDC), synchronizer, metastability.

Introduction. Modern System on Chip (SoC) designs have multiple high
frequency clocks due to high interface requirements. Inaccurate clock domain
crossing (CDC) handling in early design stage can bring critical issues to system
inoperability. CDC issues occur while it is required to transfer data or control
signals from one clock domain to another. Unsynchronized data or control signals
can cause destination flops to get into metastable state. Metastability is caused by
setup and hold violations, which occur because of timing issues, different clock
phases at destination and source domain, etc.
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Fig. 1. A metastability simulation example
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Metastability in such cases stands for state where the output of the flop is
unknown and unpredictable. At the end of metastability, the output of the flip flop
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settles down to either logical '1' or '0'. An example of metastability is shown in Fig. 1.
As shown in the Figure, metastable state X occurs when the input data of the flop
changes right before the clock edge causing a setup time violation. Same will occur
if the data is changed too early after the clock edge. In this case, metastability will
occur because of the hold time violation. When the flop is in a metastable state, the
output of the flop can be somewhere in between the logical '1' and '0'. This can
cause a damage to the circuit to which it is connected. Not only that, but the unstable
state can also propagate through the logic and result in functional issues [1].

The duration of the metastability is also unknown. It can stabilize in a short
period of time which will lower the risk of any potential logical issue, but it can
also take some significant time which will most likely lead to problems. The
potential issues described above are the reasons why metastability should be
avoided, otherwise the design cannot be stable. The highest risk of metastability is
in between the clock domain crossing (CDC). To lower the risk, special CDC
circuits are developed to mitigate the risk. One of such circuits is described in this
paper.

Previous work. The novel synchronizer cell design and the timing diagram
are presented in the paper [2]. The schematic design of the synchronization
scheme is presented in Fig. 2.
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Fig. 2. The proposed sync cell scheme

This design allows to transfer control signals from asynchronous clock
domains without losing additional 2...3 clock cycle delay compared with the
traditional synchronization method. Also, for high-speed applications, where
3...4 synchronization stages are required, at least 30% area reduction is achieved.

The designed Verilog model. To create a pulse synchronizer for multi-bit
data and stream data synchronizers based on a mixed-signal synchronizer cell, the
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behavioral model’s developed with Verilog hardware description language (HDL).
This model has configurable parameters for setup hold time and output buffer
delays. These parameters can be overridden on the instantiation of the cell and help
to identify issues on early design stages. While the setup/hold violations are
occurring, inside the model the X value is injected on the output of the meta D-flip-
flop, which is done to simulate the metastability inside the synchronizer. Once
timing violations have occurred on the meta D flip-flop and X value is injected, it
forces the flop output to random value — logical ‘1’ or ‘0’. The metastability
duration is also parametrized [3]. Based on these numbers, the developed model is
accurately simulating the design and providing realistic waveforms. There are strict
timing requirements on the output delay of the synchronizer cell and meta flop D
input delay propagation. As the analog comparator circuits detect the metastability, the
multiplexer passes meta input D signal to the output, and if a corresponding delay
is not inserted, the same metastability issue can occur on the flip-flop, in the
destination domain driven by the synchronizer. In (1), the timing requirements
are given:

{ Tpo = Tump (Tymp > Tsy + Th), 0

To = Toy +Tn (Tymp < Tey + Th).

In (1), Tpo stands for the delay from meta D input to sync cell output, Tppp
is the maximum possible metastability duration, T, -the minimum output delay,
T,y and Tj, -the setup and hold time of the destination flop. These delays need to
be handled in the design synthesis stage by inserting the corresponding buffers
to meet the timing requirements. The corresponding design timing constraints
should be applied on the design. The required delays are already inserted in the
behavioral model, so simulations will show accurate results and the designer can
validate its design even before doing synthesis and running gate level simulation.

In Fig. 3, simulation waves are presented. The first group contains the inputs
of the sync cell: s and _d correspond to the source and destination domain
signals. From the Figure, it is seen that dff s change causes meta flip-flop to get
into metastable state, for which output of meta is marked as X. Then, due to the
random value of the output, the meta flop is forced to 0, which means it is
settled down after metastability. After mandatory delay which is calculated
based on formula (1), sync_out signal is assigned to dff s value. This delay is
enough to have stable input on the dff d and the corresponding value will be
assigned on the next destination clock cycle. Here is the scenario when the
changed value has passed to the output of the synchronizer without violating the
setup/hold time on the sampling flop.
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Fig. 3. The synchronizer cell model simulation waves 1

The other scenario is the one where the changed input value hasn’t
propagated directly to the output of the meta flip-flop. It is shown in Fig. 4.
Once the meta flop has got into a metastable state, on the output, the mux picks
the data coming from the source domain. This results in a small glitch. If in the
scheme Tp( is increased, there is a possibility to filter that glitch, but even in
this scenario, if delay calculated from (1) is kept during the design stage, this
glitch will not be passed to the destination sampling flop, which will not cause
any functional violation. If the source and destination frequencies are close, the
output delay in case of 2 missamples can be maximum 2 clock cycles.
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Fig. 4. The synchronizer cell model simulation waves 2

Comparison with conventional synchronizer. In Fig. 5, the waveform
comparison of the novel sync cell and the conventional synchronizer is shown. For
the conventional synchronization 2-stages are used and even in this case it is seen
that 1 clock cycle improvement is achieved. If 3...4 stages are used, improvement
in the face of more saved clock cycles will be achieved. This will bring to a
performance improvement in complex multi-clock domain Integrated Circuits (ICs).
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Fig. 5. Comparison with a conventional synchronizer

Pulse synchronizer design and comparison. Pulse synchronizer is designed
based on a novel synchronization cell. The pulse synchronizer is used, when it is
required to transfer pulse-type data/control signal from fast domain to slow domain
[4]. The issue occurs when the slow destination domain is not able to capture the
pulse because of the absence of the active clock edge during source pulse duration.
Inside the pulse synchronizer, there is feedback driven from destination to the
source domain [5]. Due to the low latency of the novel sync cell, the modified
pulse synchronizer asserts the pulse in the destination domain at least 1 clock cycle
earlier compared with the standard pulse synchronizer. In Fig. 6, the simulation
results for both, standard and modified pulse synchronizer, is presented.
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Fig. 6. Comparison of a standard pulse synchronizer

Future work. The complex multi-bit data synchronizer with different
approaches will be presented based on the novel sync cell. It is expected to get
more performance improvement for the implementation of 2-clock FIFO. The main
idea will be removing gray encoding logic and use binary pointers. With this, area
reduction will also be achieved.

Conclusion. The behavioral Verilog model for previously presented sync
cell and pulse synchronizer cell is designed and presented. The design handles the
major CDC issues and filters the metastability. The use of the synchronizer cell
improves the synchronization latency by at least 1 clock cycle compared with 2-stage
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conventional synchronizer, but it consumes 20% more area. In high frequency
applications, where 3 and more synchronization stages are used, the latency is
improved by more than 2 clock cycles, and at least 30% area reduction is achieved.
The power consumption is expected to increase due to the mixed-signal design.
The comparison will be presented in future works in scope of SoC.
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S.4. GUNLULEUL

LA PUNNRLUUSPL ZUUUJUUULUUUSNRS2D LUNUQTNRULC
UNULUNMIYUO ZUUUJUUULUGSU UL £RP UNTELANY,

Lhpjuyugdws tu dbp twhunpy wpjuwnwipnid winwewpjws unp hwdwdwdww-
Yhguwt pooh quppwgduyhtt Unghjh b hdwynyuuyhtt hwdwdwdwiwlbgdwb ujubdugh bwjow-
gstinp: dwppugduyhtt Unpbjp twjuwgsyws k Verilog ULL-ny: Puwynijuuyhtt hwdwdwdw-
twljguwb ujubdwt twppwugsyws E Jtpp ipgws Juppugduyhii dnpbh hhdwb Jpu b unnig-
Jws b “X’-ubpudnmisdwt dbpnnny tdwtwjdwt dudwbwly, hugp htwpuwynpnipnit £ wnwhu
huyntwpbpty vjpugubpp twpuwgsdwt twpptwlwi hoybpod: Lwpuwgdyws hwdwdwdw-
twljbgdw ujubdwubph Yhpwenidp tyuunnd E dwlbptup b hwdwdudwiwulgdw hw-
dwp wihpudbon nuljnnuyht wqpupwbibph hwywndw tugtkgdwip, hugp (ujugiund
k punhwiinip hwdwlupgbph wpuwqugnpénipiniup, npintn npuitp jhpunynid tu:

Unwbgpughli punkp. nuljuuhtt wqnubpwuttph Ynqujutph hwnnmd (SUYZ),
hwdwdwdwwlwugnighy, dbnwljuyniinipinii:
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T.K. KAIIVTAHSIH

PA3PABOTKA HOBOI'O UMITYJIbCHOI'O CUHXPOHAM3EPA HA OCHOBE
MOJEJIM TIPEJJIOKEHHOI'O CHHXPOHU3HUPYIOLWETO 3JIEMEHTA

[IpencraBieHa MOJENb TPEVIOKEHHOH paHee HOBOM CXEMbI CHHXPOHU3AIINH, & TAKKe
CHHXPOHH3aTOpa HMITyNIbCcOB. [loBeieHueckass Mojeib pasdpaborana ¢ momomipio SOA
Verilog. Pa3zpaboTan UMIyJIbCHBIN CHHXPOHAM3ep Ha OCHOBE CO3JJAHHOM MOJEIH, KOTOPBIH
BepuuuupoBaH ¢ X-UHKEKIKEil BO BpeMsl MOJICTHUPOBAHHUS JUIsl BBISIBIICHHS Ie()EKTOB Ha
paHHUX CTaausx pa3padorku. Mcnonb3oBaHue pa3pabOTAHHBIX CHHXPOHAN3EPOB YMEHBIACT
HCIIOJIb30BAHHYIO IJIOIIA/Ib M YHCIIO TAKTOBBIX 33/I€PIKEK, TPEOYEMBbIX ISl CHHXPOHHU3AIINH,
YTO [IPUBOJIUT K YIIyUIICHHIO TPOU3BOIUTEILHOCTH BCEU CHCTEMbI, B KOTOPOW OHH HCIIOJb-
3yIOTCSI.

Knrouesvle cnosa: nepeceuenne taktoBbix pomeHoB (I1T/]), cunxponaiizep, mera-
CTaOMIIEHOCTb.
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