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Introduction. Saying B} we mean the set of all vectors having the
members of the set {0,1} with the length n. We define the sum of two vectors as
the sum of corresponding members by modulo 2. For instance, 0110 + 1010 =
1100. It is obvious that < BZ, +> is a group, having 00...0 as its unit, and al=
a. We define the norm of a vector as the sum of its elements.

Definition 1 (a good set). We call the set B ¢ B} (|B| = 2) a good set for
the set A, if for Vo, B €B (a # p) there o + f EA.

For instance, the set B = {001,010,110} is good for A = {011,111,010}.

Definition 2 (a bad set). The set C c B}(|C| = 2) is bad for the set A, if
for Vo, p € C (a #f) there a + f & A:

For instance, the set C = {011,000,111} is bad for the set A =
{010,101,110}.

Definition 3. For a given set D, the following set

D*={x+y|xy € D,x # y} (1)
is called a neighbourhood of the first order, and it is denoted by the asterisk .

Definition 4. We call the given sets B, C ¢ B} a good pair and we denote
them by (B, C) if such a set A exists for which B is good and C is bad. And we
consider C as a good complement for B.

Property 1. Using the definition of a neighbourhood, we can define the
idea of a good pair in another way:

(B,C) & B* c C*, 2)
or in this way, which is the same:
(B,C)= B*nC*=0. (3)

That is, the neighbourhoods of B and C are independent. We can take as A
any set that satisfies the condition B = A < C* . Note that a good pair is
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equivalent to an additive channel [1] (there does not exist by, b, € B and ¢4, ¢, €
C for which by + ¢, = b, + ¢y).

It is easily can be seen that B* = (B + b)*, thus we can always assume that
0OeBand0 € C.

Property 2. One can see from (3) that if (B, C) is a good pair, then the pair
(B',C"yis a good pair as well, forany B' ¢ Band C' c C sets.

Theorem 1. The following is true for arbitrary sets B, C:

(B,C) = |B| - |C| = |B + (], (4)
whereB+C ={b+c|b€B,ceCC}

Definition 5. We call the pair (B, C) completely good pair if |B|:|C|=2™.
Respectively, we call C a completely good complement.

Examples can be constructed by viewing Hamming codes [2] and Golay
code [3] as a codes in additive channel. There are also examples not related to
perfect codes:

B = {000000,000001,000010,000011,
000100,000101,000110,000111,
001000,001001,001010,001011,
010000,010010,100000,100010}

¢ = {000000,101100,110001,011111}

|B||C| = 2°.

Definition 6. We call C' c L(B) a partially good complement for B if (B,
C')is a good pair and |B| - |C| = 27, where r is the rank of B and L(B) is the
linear span of B.

It turns out that the problem of finding a partially good complement is
equivalent to the problem of finding a completely good complement.

Theorem 2. Let the set B (|B] = 2") be given; to have a completely good
complement for B, it is necessary and sufficient to have a partially good
complement for B.

When constructing a good pair with given B, it is easily seen that number
of existing C sets is dependent on the number of zero-sum subsets in set B, e.g.,
whenn=3 and B = {a,b,c,d} if a+ b+ c + d # 0then there is only one
possible C, C = {0,a+b+c+d}. Butif a+ b+ c+d =0, then there are
four possible C sets.

Definition 7. We call By = {X1, X, ..., Xk} a subset with zero sum for the set
B c B} if:

0 & By, (5)
X1+ x3 + ..+ x, = 0.

Definition 8. We denote the number of the zero-sum subsets of the given
set B c B} by t?,.

Obviously, t? makes sense only if k is less than |B|. We take t& = 1.

Property 3. One can easily see that t2 = t£ = 0.

Let us consider the following case: B = B} (n = 2).We will write ty

instead of t,fg for simplicity. The following equation is valid for k > 2:



Oy (21— (k= 2))tg — i
k ' (6)
Using (6), we can find all the ty, because we know t; and t, (Property 3):

tk

to+ty+ty+ g+ Ftym_ g =221 7)

It turns out that (7) is valid for the general case.
Theorem 3. For any set B c BY, the sum of the numbers t? is

t8 18+t = 2P0 -rank(B) - ®)
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Z. 4. Uwhuljjul, . @. Umpqupjui
Puqunipjniiutiph wuljwhi opowljuyptip B jadpnid

Thuwuplyws tu B} mmwpwdnipjut pun pyne dngnyh gnuidwpdwt ajundwdp,
npnowljh vwhdwbwthwlnidubpny, ny nuunwpl Eupwpwqunipmititph qonuygkph hqn-
pmpniuttph U juemigwdpuyhtt juighpubp: Ljuwpugpus Eupwpwqunipmniutbpp
wnbsynid b owwn phwyplkpmd ogunid B wnhwhy Yuwh gstpmud upuwjubph ninnng
Ynnpbph Jupnigdwt b bpwig hqnpnipjniuubph pwiwjuljui ghwhwndwt punhpub-

nht:

0. K. Caaxksmn, XK. I'. Maprapsu

He3aBucHMbIE OKPECTHOCTH MHOKeCTB B rpynme B"

PaccMOTpeHBI CTPYKTYpHBIE MPOOJIEMBI W MPOOJIEMBbl MOIIHOCTH Tap HEIMYCTHIX
MTOJIMHOXECTB ¢ HEKOTOPHIMH OrPaHMYEHHMSMH OTHOCHTEJIBHO NpPOCTpaHcTBa BY, rie
cymma 1o Moaysro jaBa. OmrcaHHbIe TTOJMHOKECTBA CBA3aHBI BO MHOTHX CITydasx C TO-
CTPOEHUEM KOJIOB HCIIPABJICHUs OITUOOK Ha aJIUTUBHBIX JIMHUSAX CBSI3U M C KOJUYE-
CTBEHHOM OIICHKOM MX MOIITHOCTH.
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