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Abstract. In this article, we deal with the solutions of the difference analogue of Fermat-type
equation of the form f3(z) + [c1f(z + c) + c0f(z)]3 = eαz+β and prove a result generalizing a
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Article ID 3205357]. Furthermore, we explore the class of functions satisfying the Fermat-type
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1. Introduction

The so called Fermat’s Last Theorem, which was proved by Wiles [30], Taylor and

Wiles [29] in 1995, states that there do not exist non-zero rational numbers x and y

and an integer n ≥ 3, for which xn + yn = 1. There is a close relationship between

Fermat’s Last Theorem and family of solutions (f, g) of the following functional

equation

(1.1) fn + gn = 1.

For n = 1, finding the solution is effortless, and for n = 2, it is easy to see that the

pairs (sin(α), cos(α)) and(
1√
2

[sin(α)± cos(α)],
1√
2

[sin(α)∓ cos(α)]

)
always solves the equation for an entire function α. For n ≥ 2, Gross [8] proved

that all the meromorphic solutions are of the form

f(z) =
2β(z)

1 + β2(z)
and g(z) =

1− β2(z)

1 + β2(z)
.

For n ≥ 3, it has no transcendental entire solutions proved in [Gauthier-Villars,

Paris, (1927), 135—136] but meromorphic solutions exists which is confirmed by
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Gross in [8] and one such solution is

f(z) = 4−1/6(℘′)−1
(

1 + 3−1/2 · 41/3℘
)

g(z) = 4−1/6(℘)−1
(

1− 3−1/2 · 41/3℘
)
,

where ℘ is a Weierstrass ℘-function. For n ≥ 4, it has no transcendental meromorphic

solutions confirmed in [8]. No other solutions of the equation (1.1) exist which is

confirmed by Gross in [9].

It has been determined for which positive integers n, the equation (1.1) has

non-constant solutions f and g in each of the following four function classes (i)

meromorphic functions, (ii) rational functions, (iii) entire functions, and (iv) polynomials;

(see [11, 12]. The study of the functions analogous to the Fermat-type diophantine

equations xn + yn = 1 was initiated by Gross [8] and Baker [2]. They actually

proved that the equation

(1.2) fn + gn = 1

does not admit any non-constant meromorphic solutions in the complex plane C
if n > 3, and does not admit any entire solutions if n > 2. For the possible non-

constant meromorphic solutions of (1.2), they also characterized it in the case of

when n = 2, 3. In fact, for the case n = 3, Gross [8] and Baker [2] proved that the

following pair (f, g), where

(1.3) f(z) =

(
1

2
+
℘′(z)

2
√

3

)
/℘(z)

and

(1.4) g(z) =

(
1

2
− ℘′(z)

2
√

3

)
/℘(z),

are meromorphic solution of equation (1.2), where ℘ is Weierstrass ℘-function.

It is worth to observe that the equation x3 +y3 = 1 defines an algebraic function

whose Reimann surface has genus 1, and there is accordingly a uniformization by

Weierstrass elliptic function. Weierstrass elliptic function ℘(z) := P(z, ω1, ω2) is a

doubly periodic meromorphic function with periods ω1 and ω2, and this function is

defined by

℘(z, ω1, ω2) =
1

z2
+

∑
µ,ν∈Z

µ2+ν2 6=0

(
1

(z + µω1 + νω2)2
− 1

(µω1 + νω2)2

)
,

which is even and satisfies, after appropriate choosing ω1 and ω2,

(1.5) (℘′)2 = 4℘3 − 1.
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In the same paper, Gross conjectured that every meromorphic solutions of f3 +

g3 = 1 are necessarily elliptic function of entire functions. Later, Baker [2] confirmed

the conjecture and established the following result.

Theorem A. [2] Each pair of meromorphic solutions f and g to the following

equation

(1.6) f3(z) + g3(z) = 1

over C must be of the form f = f1(h(z)) and g(z) = ωg1(h(z)) = ωf1(−h(z)),

where h is an entire function in C and ω is a cube root of unity.

In this paper, a meromorphic function will always be non-constant and meromorphic

in the complex plane C, unless specifically stated otherwise. In what follows, we

assume that the reader is familiar with the elementary Nevanlinna theory (see

[7, 33, 35]). In particular, for a meromorphic function f , we denote S(f) the family

of all meromorphic function ω for which T (r, ω) = S(r, f) = o(T (r, f)), where

r →∞ outside of a possible set of finite logarithmic measure. For convenience, we

agree that S(f) includes all constant functions and S(f) := S(f) ∪ {∞}. Here, the
order ρ(f) of a meromorphic function is defined by

ρ(f) = lim sup
r→∞

log T (r, f)

log r
.

In 2016, Lü and Han [20] proved that the equation f(z) + f ′(z) = 1 has the

general solution f(z) = 1−ae−z for a ∈ C and f2(z) + (f ′(z))
2

= 1 has the general

solution f(z) = ± sin(z+ b) for some b ∈ C. Nevertheless, fn(z) + (f ′(z))
n

= 1 can

not have any non-constant meromorphic solution when n > 2.

Below, we recall a well-known facts about the order of composite meromorphic

functions which have been established by Edrei and Fuchs [6], and by Bergweiler [4].

Theorem B. Let f be a meromorphic functions and h be an entire function in

C. When 0 < ρ(f), ρ(h) < ∞, then ρ(f ◦ h) < ∞, and h is transcendental, then

ρ(f) = 0.

In the recent years, Nevanlinna characteristic of f(z+ c) (c ∈ C \ {0}), the value
distribution theory of difference polynomials, Nevanlinna theory of the difference

operator and the difference analogue of the lemma of the logarithmic derivative has

been established (see [5, 14, 15]). Due to this development of theories, there has been

a recent study on whether the derivative f ′ of f can be replaced by the shift f(z+c)

or difference operator ∆cf . The difference analogues of the Fermat type functional

equations have been investigated in a number of papers (see [19, 24, 26, 27, 31, 34]).
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For a meromorphic function f , we define its difference operators by

∆cf = f(z + c)− f(z)

∆n
c f = ∆n−1

c (∆cf) , n ∈ N, n ≥ 2.

In 2016, Lü and Han [20] described a property of meromorphic solutions to the

equation (1.6) with g(z) := f(z + c), for c ∈ C \ {0} as the following.

Theorem C. [20] The difference equation f3(z) + f3(z + c) = 1 does not have

meromorphic solutions of finite order.

For n ≥ 4 and γ 6≡ 0, if we consider the meromorphic solution of the equations

fn(z)+(f ′)
n

= γn, then by the Proposition 1.1 in [16] we see that both the functions

f/γ and f ′/γ must be constants. Therefore, if we assume f = c1γ and f ′ = c2γ, then

a simple computation shows that cn1 +cn2 = 1. Observe that c1 6= 0, otherwise f ≡ 0,

hence γ = 0. Similarly, c2 6= 0, otherwise, f and γ will be constants. Therefore,

when c1c2 6= 0, then γ cannot have any zeros and poles. Hence γn(z) = eαz+β

where α = nc2/c1.

Motivated by the above observations, Han and Lü [16] have investigated the

above equation with f(z + c) in the place of f ′(z) for the case n = 3 and proved

the following interesting result.

Theorem D. [16] The difference equation f3(z)+f3(z+c) = eαz+β, where α, β ∈
C, does not have meromorphic solutions of finite order.

Regarding existence of solutions of the difference equation fn(z) + [∆cf ]n = 1 for

a positive integer n, we have the following note.

Remark 1.1. A simple computation shows that the difference equation f(z) +

∆cf = 1 has no non-constant meromorphic solutions. Following the proof of Theorem

1.5 of Liu et al. in [18, Theorem 1.5], one can observe that there does not exist any

non-constant meromorphic solutions of the difference equation f2(z) + [∆cf ]2 = 1.

Therefore, a natural question arises as the following.

Question 1.1. Does there exist any non-constant meromorphic solutions of the

difference equation f3(z) + [∆cf ]3 = 1?

Recently, Ma et al. [21] have investigated Theorem B by considering the difference

operator ∆cf and proved the following result which answers Question 1.1.

Theorem E. [21] The difference equation f3(z) + [∆cf(z)]3 = 1 does not have

meromorphic solutions of finite order.
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In the same paper, Han and Lü [16] proved the next result by producing a

complete characterization of the solutions.

Theorem F. [16] The meromorphic solutions f of the following differential equation

(1.7) fn(z) + [f ′(z)]n = eαz+β

must be entire functions and the following assertions hold.

(i) For n = 1, the general solution of (1.7) are f(z) = eαz+β/(α+ 1), when

α 6= −1, and f(z) = ze−z+β + ae−z.

(ii) For n = 2, either α = 0, and the general solution of (1.7) are f(z) =

eβ/2 sin(z + b), or f(z) = de(αz+β)/2.

(iii) For n ≥ 3, the general solution of (1.7) is f(z) = de(αz+β)/n,

where a, b, d, α, β ∈ C with dn (1 + (α/n)
n
) = 1, for n ≥ 2.

The paper is organized as follows. In Section 2, we prove a result generalizing the

Theorem D and Theorem E. In Subsection 2.1, the characterization of the solutions

of f2(z) + f2(z + c) = eαz+β is discussed and a result is proved. In Section 3,

the claim of Han and Lü in [16, page 102] is disproved exhibiting several counter

examples. Section 4 is devoted mainly to prove the main results of this paper. Future

course of work on the results of this paper has been discussed in Section 5.

2. Main result

Motivating from Remark 1.1, we are interested to investigate for the non-constant

meromorphic solutions of general difference equations. Henceforth, we recall here

Lc(f) defined by the present author in [1] as Lc(f) := c1f(z + c) + c0f(z), c1( 6=
0), c0 ∈ C. It is easy to see that the shift f(z + c) and difference operator ∆cf

are the particular cases of Lc(f). With this setting, in this paper, our aim is to

investigate Theorems D and E further to establish a combined result. Before state

the main result of this paper, we have the following remark.

Remark 2.1. The equation fn(z)+[Lc(f)]n = eαz+β , may consists of non-constant

entire as well as meromorphic solutions for n = 1 and n = 2, from the following

examples we ensure this fact.

Example 2.1. Let

f(z) =

(
−c0 + 1

c1

)z/c
h(z) + δeαz+β ,
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where h is c-periodic finite order entire functions like h(z) = sin (2πz/c) or cos (2πz/c)

or e2πiz/c etc. and their linear combinations and c be such that eαc = (1− δ(c0 + 1))/c1δ.

It is easy to verify that f(z) solves the equation f(z) + Lc(f(z)) = eαz+β.

Example 2.2. Let

f(z) =

(
−c0 + 1

c1

)z/c
g(z) + 1

g(z)− 1
+ δeαz+β .

where g is c-periodic finite order entire or meromorphic functions like in Example

2.1 and c be such that eαc = (1− δ(c0 + 1))/c1δ. It is easy to see that f(z) solves

the equation f(z) + Lc(f(z)) = eαz+β.

Example 2.3. Let f(z) = (1/2)e(αz+β)/3
(
e(αz+β)/3 + 1

)
. We choose c ∈ C such

that eαc/3 6= 1. Let

Lc(f) =
2i

e
αc
3

(
e
αc
3 − 1

)f(z + c) +
i
(
e
αc
3 + 1

)
1− eαc3

f(z).

Clearly, f(z) solves the equation f2(z) + [Lc(f(z))]2 = eαz+β .

Example 2.4. Let

f(z) =
1

2

(
eγ(αz+β) sin

(
2πz

c

)
+
e(1−γ)(αz+β)

sin
(
2πz
c

) )
where γ ∈ C \

{
1

2

}
.

Let

Lc(f) =
2

i
(
e(1−γ)αc − eγαc

)f(z + c) +
i
(
e(1−γ)αc + eγαc

)(
e(1−γ)αc − eγαc

) f(z).

It is easy to verify that f(z) solves the equation f2(z) + [Lc(f(z))]2 = eαz+β .

The observations from the above examples motivate us to establish a single result

combining the results of Lü and Han [16], and Ma et al. [21] (i.e., for the case

n = 3). Therefore, the following question is inevitable.

Question 2.1. Does there exist any non-constant meromorphic solution of the

equation of f3(z) + [Lc(f(z))]3 = eαz+β?

In this paper, with the help of some ideas of [16], we establish Theorem 2.1 which

answers Question 2.1 completely.

Theorem 2.1. The difference equation

(2.1) f3(z) + [Lc(f(z))]3 = eαz+β

does not have infinite order meromorphic solutions.

Remark 2.2. In case of meromorphic function of infinite order, the next example

evidents that (2.1) may admit solution.
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Example 2.5. Let f(z) be given by (4.2) with h(z) = ez. Therefore, we have

ρ(f) = ∞ and for c = πi, each α with ecα/3 = {1, ω, ω2} where ω is a non-real

cube root of unity. It is easy to see that f3(z) + [Lc(f(z))]3 = eαz+β.

Our aim is to generalize Theorem F for general setting of the equation. In order

to generalize Theorem F, we would like to explore the meromorphic solutions of the

following Fermat-type differential equation

(2.2) fn(z) +
(
f (k)(z)

)n
= eαz+β for k ∈ N.

Henceforth, to this end, we denote θ by θ = cos (3π/k) + i sin (3π/k) where k is a

positive integer such that θk = −1.

Theorem 2.2. Let k be any positive integer. Then the meromorphic solutions f of

the differential equation

(2.3) fn(z) + [f (k)(z)]n = eαz+β

must be entire functions. Furthermore,

(i) When n = 1, the general solution of (2.3) is

f(z) =



k∑
j=1

aje
θjz +

zeαz+β

αk + 1
, for α 6= θ, θ2, . . . , θk−1

k∑
j=1

aje
θjz +

zeαz+β

kα(k−1) , for α ∈ {θ, θ2, . . . , θk−1},

k∑
j=1

aje
θjz +

ze−z+β

k
, for α = −1 and k is odd,

k∑
j=1

aje
θjz − ze−z+β

k
, for α = −1 and k is even,

(ii) When n = 2, one of the following holds: Either

(a) α = 0, and the general solution of (2.3) are f(z) = eβ/2 sin(z + b),

only when k is odd but when k is even, then f must be constant, eβ/2,

or

(b) f(z) = de(αz+β)/2.

(iii) When n ≥ 3, the general solution of (2.3) is f(z) = de(αz+β)/n,

where a, b, d, α, β ∈ C are such that dn
(

1 + (α/n)
nk
)

= 1, for n ≥ 2.

2.1. Characterization of the solutions of f2(z)+f2(z+c) = eαz+β. In contrast

to Theorem 2.1 in [16], Han and Lü have shown that even though the existence of

finite or infinite order meromorphic solutions of the difference equation

(2.4) f2(z) + f2(z + c) = eαz+β
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can be described but they could not prove a result finding the general solution of

(2.4). Therefore, it is interesting to seek the possible general meromorphic solutions

of the difference equation (2.4). In this paper, we take this opportunity to find

out the possible general meromorphic solutions of the above Fermat-type difference

equation. Consequently, we prove the following result which may give a complete

characterization of the solutions of the difference equation (2.4).

Theorem 2.3. The general meromorphic solutions of the Fermat-type difference

equation f2(z) + f2(z + c) = eαz+β are the following:

(i) If f is a non-constant entire function, then

f(z) =


de

αz+β
2 , where d 6= ±1, d2 = 1

eαc+1 with eαc 6= −1, when order of f is finite.

e
αz+β

2 sin
(

(4k+1)πz
2c + η

)
, when order of f is finite,

e
αz+β

2 sin
(

(4k+1)πz
2c +H(z)

)
,when order of f is infinite.

(ii) If f is a non–constant meromorphic function, then

f(z) =


e

1
4 (αz+β)

2

(
g(z) +

e
1
2 (αz+β)

g(z)

)
,

e
1
4 (αz+β)

2

(
e

1
2 (αz+β)g(z) +

1

g(z)

)
,

where g is a meromorphic function, H is a c-periodic entire function, η is a complex

number and eαc = 1.

Remark 2.3. If g is a constant or an exponential function, then the solution

becomes transcendental entire.

Example 2.6. Let

(i) f1(z) =
1

9
e
αz+β

2 , with eαc = 8, ρ(f) ≤ 1,

(ii) f2(z) = e
αz+β

2 cos
(πz

2c
+ 1
)
, ρ(f) ≤ 1,

(iii) f3(z) = e
αz+β

2 sin
(πz

2c
− 1
)
, ρ(f) ≤ 1,

(iv) f4(z) =
e

1
4 (αz+β)

2

(
1

3
+ 3e

1
2 (αz+β)

)
, with eαc = 1, ρ(f) ≤ 1,

(v) f5(z) =
1

2

(
e

3
4 (αz+β)+

2πiz
c + e

1
4 (αz+β)−

2πiz
c

)
, with eαc = 1, ρ(f) ≤ 1,

(vi) f6(z) = e
αz+β

2 sin
(
e

2πiz
c +

πz

2c
+ 1
)
, with eαc = 1, ρ(f) =∞,

It is easy to verify that f2j (z) + f2j (z + c) = eαz+β for all j = 1, 2, . . . , 6.
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3. Remarks on the general solution of Fermat-type difference

equations

In their paper, Han and Lü [16] have discussed briefly about the meromorphic

solutions of the difference equation

(3.1) f(z) + f(z + c) = eαz+β .

In [16, page 102], Han and Lü claimed that the general solution of the difference

equation (3.1) is either of the form f(z) = δ(z)+deαz+β or f(z) = δ(z)−(z/c)eαz+β ,

where δ(z) is a meromorphic function satisfying δ(z + c) = −δ(z).

In this paper, after a careful investigation on the functional equation (3.1), we

found the following list of counter examples confirming that f(z) = δ(z) + deαz+β

or f(z) = δ(z) − (z/c)eαz+β are not the general solution rather some particular

solutions of the difference equation f(z) + f(z + c) = eαz+β .

Example 3.1. Let

f(z) =
e
πiz
c

sin
(
2πz
c

)
− 1

+ eαz+β cos2
(πz

2c

)
,

where c be so chosen that eαc = 1. We verify that f(z) solves the equation f(z) +

f(z + c) = eαz+β and f is neither in the specific forms suggested by Lü and Han.

Example 3.2. Let

f(z) = e
πiz
c
g(z) + 1

g(z)− 1
+ eαz+β sin2

(πz
2c

)
,

where c be such that eαc = 1, and g is any c-periodic finite order entire or meromorphic

functions like g(z) = sin (2πz/c) or cos (2πz/c) or tan (πz/c) or cot (πz/c) etc.

Evidently, f(z) + f(z + c) = eαz+β and f is neither in the specific forms claimed

by Lü and Han.

Remark 3.1. In connection with the existence of solutions, we see that, in page

148, Liu et al. [18] have investigated to find non-constant solutions of the difference

equation

fn(z) + fm(z + c) = 1

for different range of values of m and n, where m, n ∈ N. But in particular, when

m = 1 = n, Liu et al. have claimed that the general entire solutions are of the form

f(z) = 1/2 + eπiz/ch(z), where h is a c-periodic entire function. In the following,

we construct examples to show that the general solution is not always of that form.

Therefore, we consider the function g(z) = sin z or cos z.
11
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Example 3.3. Let f(z) = g2 (πz/2c) + eπiz/ch(z), where h is a c-periodic entire

function. We see that although f(z) solves the equation f(z) + f(z+ c) = 1 but not

in the said form.

Example 3.4. Let f(z) = (3/5)g2 (πz/2c) + 1/5. Clearly, f(z) solves the equation

f(z) + f(z + c) = 1 without being of the said form.

4. Proof of the main result

Proof of Theorem 2.1. The difference equation f3(z) + [Lc(f)]3 = eαz+β of the

theorem, can be expressed as(
f(z)

e
αz+β

3

)3

+

(
Lc(f)

e
αz+β

3

)3

= 1.

By the Proposition 1.1 in [16], it is known that the only non-constant meromorphic

solutions of F 3(z) +G3(z) = 1 are

F (z) =
1

2℘(h)

(
1 +

1√
3
℘′(h)

)
and G(z) =

ω

2℘(h)

(
1− 1√

3
℘′(h)

)
,

where h is an entire function, ω is a cube root of unity and ℘ denotes the Weierstrass

℘-function. Therefore, in view of the Proposition 1.1, we obtain

(4.1) f(z) =
1

2℘(h)

(
1 +

1√
3
℘′(h)

)
e
αz+β

3

and

(4.2) Lc(f) =
ω

2℘(h)

(
1− 1√

3
℘′(h)

)
e
αz+β

3 .

From (4.2), we obtain

(4.3) f(z + c) =

ω − c0
2
− ω + c0

2
√

3
℘′(z)

c1℘(h(z))
e
αz+β

3 .

A routine computation using (4.1) and (4.3) shows that

(4.4)
(ω − c0)− ω + c0√

3
℘′(h(z))

℘(h(z))
=

c1

(
1 +

℘′(h(z + c))√
3

)
℘(h(z + c))

e
αc
3 .

Equation (4.1) can be written as

(4.5)
℘′(h(z))√

3
= 2℘(h(z))f(z)− 1.

Assuming ρ(f) <∞, then in view of (1.5) and (4.5), we obtain

(4.6)
3f2(z)℘2(h(z))

e
2
3 (αz+β)

− 3f(z)℘(h(z))

e
1
3 (αz+β)

+ 1 = ℘3(h(z)).

We recall here the estimate (2.7) of Bank and Langley [3] which states that

(4.7) T (r, ℘) =
πr2

A
(1 + o(1)) and ρ(℘) = 2,

12
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where A is the area of the parallelogram P with the vertices 0, ω1, ω2 and ω1+ω2.

Therefore, taking into account that T (r, eαz) = (αr/π)(1 +O(1)), combining (4.5)

and (4.7), we obtain

(4.8) T (r, ℘(h)) ≤ 2T (r, f) +
2

3
T (r, eαz) +O(1),

and hence ρ(℘(h)) <∞ as well.

By Corollary 1.2 of Edrei and Fuchs [6] (see also Theorem of Bergweiler [4]), h

must be a polynomial.

Actually, we have T (r, ℘(h)) = O
(
r2q
)
, for q ≥ 1. It is easy to see that if

℘(z0) = 0, then from (1.5), we obtain (℘′(z0))
2

= −1 which shows that ℘′(z0) =

±i. We now denote {zn}n∈N by all the zeros of ℘(z) that satisfy zn → ∞ when

n → ∞ and assume that h(an,k) = zn, for k = 1, 2, . . . ,deg(h). Thus we have

(℘′)
2

(h(an,k)) = (℘′)
2

(zn) = −1. Suppose there is a sub-sequence {an,k}n∈N with

respect to n such that ℘(h(an,k + c)) = 0. We denote this sub-sequence still by

{an,k}n∈N and fixed the index k below. Therefore, we have (℘′)
2

(h(an,k+c)) = −1.

Differentiating both sides of (4.4), we obtain(
− ω + c0√

3
℘′′(h(z))h′(z)

)
℘(h(z + c))(4.9)

+

(
(ω − c0)− ω + c0√

3
℘′(h(z))

)
℘′(h(z + c))h′(z + c)

=

(
c1√

3
℘′′(h(z + c))h′(z + c)

)
℘(h(z))e

αc
3 + c1

(
1 +

℘′(h(z + c))√
3

)
℘′(h(z))h′(z)e

αc
3 .

Substituting an,k (for sufficiently large n) into the equation (4.9) and by using

℘(h(an,k + c)) = 0 and ℘(h(an,k)) = 0, we obtain(
(ω − c0)− ω + c0√

3
℘′(h(an,k))

)
℘′(h(an,k + c))h′(an,k + c)(4.10)

= c1

(
1 +

℘′(h(an,k + c))√
3

)
℘′(h(an,k))h′(an,k)e

αc
3 .

Noting that ℘′(h(an,k)) = ±i and ℘′(h(an,k + c)) = ±i, without any loss

of generality, together with (4.4), we assume that there exists a sub-sequence

{an,k}n∈N (here we still denote it by {an,k}n∈N ) such that the following four possible

cases may occur.

Case 1. If ℘′(h(an,k)) = i and ℘′(h(an,k+c)) = i, then in view of (4.10), we obtain

(4.11)
(
ω − c0 −

ω + c0√
3

i

)
h′(an,k + c) = c1

(
1 +

i√
3

)
h′(an,k)e

αc
3 .

13
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Case 2. If ℘′(h(an,k)) = −i and ℘′(h(an,k + c)) = i, then we get from (4.10),

(4.12)
(
ω − c0 +

ω + c0√
3

i

)
h′(an,k + c) = −c1

(
1 +

i√
3

)
h′(an,k)e

αc
3 .

Case 3. If ℘′(h(an,k)) = i and ℘′(h(an,k + c)) = −i, then we obtain from (4.10),

(4.13)
(
ω − c0 −

ω + c0√
3

i

)
h′(an,k + c) = −c1

(
1− i√

3

)
h′(an,k)e

αc
3 .

Case 4. If ℘′(h(an,k)) = i and ℘′(h(an,k + c)) = i, then (4.10) yields

(4.14)
(
ω − c0 +

ω + c0√
3

i

)
h′(an,k + c) = c1

(
1− i√

3

)
h′(an,k)e

αc
3 .

Since h(z) and h(z+c) are polynomials of same degree with same leading coefficient

and there are infinitely many an,k (with |an,k| → ∞), we would have to conclude

(
ω − c0 −

ω + c0√
3

i

)
h′(z + c) = c1

(
1 +

i√
3

)
h′(z)e

αc
3(

ω − c0 +
ω + c0√

3
i

)
h′(z + c) = −c1

(
1 +

i√
3

)
h′(z)e

αc
3(

ω − c0 −
ω + c0√

3
i

)
h′(z + c) = −c1

(
1− i√

3

)
h′(z)e

αc
3(

ω − c0 +
ω + c0√

3
i

)
h′(z + c) = c1

(
1− i√

3

)
h′(z)e

αc
3

This is possible only when

e

αc

3 =



−2c0 + 1

2c1
+

√
3

2c1
i,

2c0 + 1

2c1
−
√

3

2c1
i, −2 + c0

2c1
−
√

3c0
2c1

i,

2c0 + 1

2c1
+

√
3

2c1
i,

1− 2c0
2c1

+

√
3

2c1
i,
c0 + 1

2c1
−
√

3(c0 + 1)

2c1
i,

c0 + 1

2c1
+

√
3(1− c0)

2c1
i, −c0 + 1

c1
, −c0 + 1

2c1
−
√

3

2c1
i,

c0 + 1

2c1
−
√

3(c0 − 1)

2c1
i,
c0 + 1

2c1
+

√
3(c0 + 1)

2c1
i,

1− 2c0
2c1

−
√

3

2c1
i,

since ω = 1, ω = −1

2
±
√

3

2
i.

Therefore, there exists a positive integer m0 satisfying P (h(an + c)) 6= 0 for

n > m0.

When this is true, one has uniformly following the above set of equations (which are

in terms of h′(z + c) and h′(z)) that h(z) = az + b for ac 6= 0. Again we know that

the function ℘(z) has two distinct zeros in P, and hence in each associated lattice,

we see that all the zeros {zn}n∈N of ℘(z) are transferred to each other through (an

integral multiple) of ac. Therefore, for the simplicity, we can consider two cases:

either ac = ω1, ω2, ω1 + ω2 or ac 6= ω1, ω2, ω1 + ω2 and ac ∈ P. It is worth
14
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noticing that the former cannot occur in view of (4.4) and the periodicity of ℘(z)

and ℘′(z), and the later cannot occur either ℘(z) has a unique double pole in each

lattice. We now substitute z∞ = −(b/a) into (4.4), and obtain the following

∞ =

(ω − c0)− ω + c0√
3

℘′(0)

℘(0)
=

c1

(
1 +

℘′(ac)√
3

)
℘(ac)

e
αc
3 <∞

which leads to a contradiction.

It is easy to see that ℘(h(an,k+c)) = 0 may occur only for finitely an,k’s. Without

loss of generality, we assume that ℘(h(an,k+c)) 6= 0 for k = 1, 2, . . . , deg(h) and all

n > N , with N being a sufficiently large positive integer. Again since ℘(h(an,k)) = 0

and (℘′)2(h(an,k)) = −1, hence by (4.4) we must have ℘(h(an,k)) =∞ for n > N.

This implies that the zeros of ℘(h(z)) are the poles of ℘(h(z+c)) except for finitely

many points. We observe that O(log r) = S(r, ℘(h)), and hence we can write

N

(
r,

1

℘(h(z))

)
≤ N̄

(
r,

1

℘(h(z))

)
+ 2N

(
r,

1

h′(z)

)
(4.15)

≤ N̄ (r, ℘(h(z + c))) + 2T (r, h′(z)) +O(log r)

≤ N̄ (r, ℘(h(z + c))) + S (r, ℘(h(z))) .

In view of equation (4.1) and the estimate in (4.27), we obtain

T (r, f) ≤ T (r, ℘(h)) + T (r, ℘′(h)) +
1

3
T (r, eαz) +O(1)(4.16)

≤ O(T (r, ℘(h))).

Hence in view of (4.8) and the estimate T (r, ℘(h)) = O
(
r2q
)
, we have ρ(f) =

ρ(℘(h)) and also S(r, f) = S(r, ℘(h)). So we have T (r, eαz) = S(r, f). From the

equation

−[Lc(f)]3 = f3(z)−
(
e
αz+β

3

)3
=
(
f(z)− e

αz+β
3

)(
f(z)− ωe

αz+β
3

)(
f(z)− ω2e

αz+β
3

)
,

we deduce that all the zeros of each of the following functions

(
f(z)− e

αz+β
3

)
,
(
f(z)− ωe

αz+β
3

)
and

(
f(z)− ω2e

αz+β
3

)
are of multiplicities at least 3.

15
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By Yamanoi’s Second Fundamental Theorem (see [32]), we obtain

2T (r, f) ≤ N̄(r, f) + N̄

r, 1(
f(z)− eαz+β3

)
+ N̄

r, 1(
f(z)− ωeαz+β3

)


+ N̄

r, 1(
f(z)− ω2e

αz+β
3

)
+ S(r, f)

≤ 1

3
N

r, 1(
f(z)− eαz+β3

)
+

1

3
N

r, 1(
f(z)− ωeαz+β3

)


+
1

3
N

r, 1(
f(z)− ω2e

αz+β
3

)
+N(r, f) + S(r, f)

≤ T (r, f) + T (r, eαz) +N(r, f) + S(r, f)

≤ T (r, f) + +N(r, f) + S(r, f)

which implies that T (r, f) = N(r, f) + S(r, f). It leads to m(r, f) = S(r, f) =

S(r, ℘(h)). On the other hand, the form of the function f in (4.1) shows that

1

2℘(h(z))
= f(z)e−

αz+β
3 − ℘′(h(z))

2
√

3℘(h(z))
.

Therefore, by the lemma of the logarithmic derivative, it is easy to see that

m

(
r,

1

℘(h(z))

)
= m

(
r,

1

2℘(h(z))

)
+O(1)(4.17)

≤ m(r, f) +m
(
r, e−

αz+β
3

)
+m

(
r,
h′(z)℘′(h(z))

℘(h(z))

)
+m

(
r,

1

h′(z)

)
+O(1)

≤ T
(
r, e−

αz+β
3

)
+ T

(
r,

1

h′(z)

)
+ S(r, ℘(h(z)))

≤ T (r, eαz) + T (r, h′(z)) + S(r, ℘(h(z))) ≤ S(r, ℘(h(z))).

Combining equations (4.15) and (4.17) and observing that each pole of ℘(z) is of

multiplicity is exactly 2 (so that each pole P (h) has multiplicity 2k for some integer

k ≥ 1), by applying Theorem 2.1 of Chiang and Feng [5], we obtain

T (r, ℘(h(z))) = T

(
r,

1

℘(h(z))

)
+O(1)

= m

(
r,

1

℘(h(z))

)
+N

(
r,

1

℘(h(z))

)
+O(1)

≤ N̄
(
r,

1

℘(h(z))

)
+ S(r, ℘(h(z))) ≤ N̄(r, ℘(h(z + c))) + S(r, ℘(h(z)))

≤ 1

2
N(r, ℘(h(z + c))) + S(r, ℘(h(z))) ≤ 1

2
T (r, ℘(h(z + c))) + S(r, ℘(h(z)))

≤ 1

2
T (r, ℘(h(z))) + S(r, ℘(h(z))) +O

(
rρ(℘(h))−1+ε

)
16
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which yields that T (r, ℘(h)) ≤ S(r, ℘(h(z)))+O
(
rρ(℘(h))−1+ε

)
. Therefore, we arrive

at a contradiction. The proof of the theorem is complete. �

Proof of Theorem 2.2. For the details of proof of Theorem 2.2, we discuss here

the case n = 1 only because the cases n ≥ 2 will follow from Theorem F of Han

and Lü [16]. For n = 1, equation (2.3) becomes

(4.18) f(z) + f (k)(z) = eαz+β .

The general solution of the differential equation (4.18) consist of two parts: one

is complementary function fc(z) and the other is particular solution fp(z). The

auxiliary equation here is mk + 1 = 0 which implies m = θ, θ2, . . . , θk−1. It is easy

to see that m can take value −1 also for the case when k is odd. Therefore, we

have fc(z) =
∑k
j=1 aje

θjz, where aj ’s are complex constants. Let us denote the

differential operator D as D ≡ d/dz. Then equation (4.18) can be expressed as(
Dk + 1

)
f(z) = eαz+β . Therefore, we have

fp(z) =
1

Dk + 1
eαz+β .

If α 6∈ {θ, θ2, . . . , θk−1}, then a simple computations shows that the particular

solution in this case is fp(z) = eαz+β/(αk + 1). Hence the general solution is

f(z) = fc(z) + fp(z) =

k∑
j=1

aje
θjz +

zeαz+β

αk + 1
.

If α ∈ {θ, θ2, . . . , θk−1}, then we see that αk = −1. Therefore, we have

fp(z) =
1

Dk + 1
eαz+β = eαz+β

1

(D + α)k + 1
(1)

= eαz+β
1

Dk +

(
k

1

)
Dk−1α+

(
k

2

)
Dk−1α2 + . . .+

(
k

k − 1

)
Dαk−1

(1)

= eαz+β
1(

k

k − 1

)
Dαk−1

1 +
1(

k

k − 1

)
αk−1

(
Dk−1 +

(
k

1

)
Dk−2 + . . .+ 1

)
−1

(1)

= eαz+β
1(

k

k − 1

)
αk−1

1

D
(1) =

zeαz+β

kαk−1
.

Hence, the general solution is

f(z) = fc(z) + fp(z) =

k∑
j=1

aje
θjz +

zeαz+β

kαk−1
.

When in particular α = −1, this case can be handled easily considering k as odd

or even separately. �

17
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Proof of Theorem 2.3. We split the whole proof into the follows two cases.

Case 1. Let the solution f be a transcendental entire function. Let us first consider

the exponential case i.e., f(z) = deP (z), where P (z) is a polynomial in z. Then we

have

(4.19) d2
(
e2P (z)−(αz+β) + e2P (z+c)−(αz+β)

)
= 1.

A simple computations shows that both the functions 2P (z) − (αz + β) and

2P (z + c) − (αz + β) must be constants, say, c1 and c2, respectively. Then an

elementary calculation shows that

(4.20) αc = c2 − c1 = 2 (P (z + c)− P (z)) .

By the assumption, f is a finite order entire function and in view of (4.20), deg(P )

must be equal to 1. Hence we can show that P (z) takes the form P (z) = (αz + β)/2.

Thus it follows from (4.19) that d2 = 1/eαc with d 6= ±1 and α, c be such that

eαc 6= −1.

Let f(z) is not of the form f(z) = deP (z). We know from the result of Gross

that any entire solution of f2(z) + g2(z) = 1 is of the form f(z) = sin(h(z)) and

g(z) = cos(h(z)), where h is a an entire function.

The difference equation f(z)2 + f2(z + c) = eαz+β can be written as(
f(z)

e
αz+β

2

)2

+

(
f(z + c)

e
αz+β

2

)2

= 1.

Therefore, by the result of Gross [8], it is easy to see that the general solution of

f(z)2 + f2(z + c) = eαz+β must be

f(z) = e
αz+β

2 sin (h(z)) and f(z + c) = e
αz+β

2 cos (h(z))

for an entire function h. Therefore, we obtain h(z + c) = h(z) + 2kπ + π/2 and

eαc/2 = 1, where k is an integer. Writing h(z) = (4k + 1)πz/2c+H(z), it is easy to

verify that H(z) is a c-periodic entire function. Therefore, the general non-constant

entire solution can be written as

f(z) = e
αz+β

2 sin

(
(4k + 1)πz

2c
+H(z)

)
.

In particular, if f is a finite order transcendental entire function, then by Pólya’s

theorem [25], the function H(z) must be constant, say, η. Hence, the general non-

constant transcendental entire solution becomes

f(z) = e
αz+β

2 sin

(
(4k + 1)πz

2c
+ η

)
.

Case 2. Let f be a meromorphic function.
18
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The difference equation f(z)2 + f2(z + c) = eαz+β can be written as

(4.21) [f(z) + if(z + c)][f(z)− if(z + c)] = eαz+β .

From (4.21), it is easy to see that the functions [f(z)+if(z+c)] and [f(z)−if(z+c)]

may have zeros and poles. Therefore, there exists a meromorphic function g and a

complex number δ such that [f(z)+if(z+c)] and [f(z)−if(z+c)] can be expressed

as

(4.22) f(z) + if(z + c) = eδ(αz+β)g(z)

and

(4.23) f(z)− if(z + c) = e(1−δ)(αz+β)
1

g(z)
.

Solving equations (4.22) and (4.23) for f(z) and f(z + c), we obtain

(4.24) f(z) =
1

2

(
eδ(αz+β)g(z) +

e(1−δ)(αz+β)

g(z)

)
and

(4.25) f(z + c) =
1

2i

(
eδ(αz+β)g(z)− e(1−δ)(αz+β)

g(z)

)
.

Combining (4.24) and (4.25), it is easy to see that

eδ(αz+β)eαδcg(z + c) +
e(1−δ)(αz+β)eα(1−δ)c

g(z + c)
(4.26)

= −i
(
eδ(αz+β)g(z)− e(1−δ)(αz+β)

g(z)

)
.

Clearly, (4.26) shows that the functions g(z) and g(z + c) have the same set of

zeros and poles with the same multiplicities, otherwise, comparing the zeros and

poles of g(z) and g(z+c) from both sides of (4.26), we can arrive at a contradiction.

Therefore, there exists a polynomial Q(z) in z such that

(4.27)
g(z + c)

g(z)
= eQ(z).

If eQ(z) ≡ 1, then g becomes a c-periodic function. Now equating the coefficients in

(4.26), we obtain,

ieδαc = 1 and ie(1−δ)αc = −1.

Therefore, we have eαc = 1 and eδαc = −i, which shows that δ = 1/4 or 3/4. Hence

the possible forms of the function f is one of the following:
f(z) =

e
1
4 (αz+β)

2

(
g(z) +

e
1
2 (αz+β)

g(z)

)
f(z) =

e
1
4 (αz+β)

2

(
e

1
2 (αz+β)g(z) +

1

g(z)

)
.

19
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If eQ(z) 6= 1, then substituting g(z + c) = eQ(z)g(z) in (4.26), we obtain that

(4.28) g2(z)e(2δ−1)(αz+β) = − ie
(1−δ)αc + eQ(z)

eQ(z) (ieδαc − 1)
.

Clearly, the function g in (4.28) cannot have any poles, hence g must be a

transcendental entire function. But note that, all the zeros of ie(1−δ)αc + eQ(z)

are the zeros of g(z) are of multiplicities at least 2, which leads to a contradiction.

This completes the proof. �

5. Future study

To continue the study, one can turn attention to the solutions of more general

Fermat-type equations. For example, Ramanujan observed that x = 9, y = 10 and

z = −12 is a solution of xn + yn + zn = 1 for the case n = 3. Therefore, looking

for the solutions of equation xn + yn + zn = 1 for n ≥ 4 will of great interests, and

the study will become more effective if x, y and z be non-constant functions. Since

the problem of finding solutions of (1.1) have been settled for the classes (i)-(iv)

mentioned above, it is therefore natural to turn attention to the functional equation

(5.1) fn + gn + hn = 1,

where n is a positive integer and f , g and h are functions in any one of the above

four function classes.

Finding non-constant entire as well as meromorphic solutions are effortless for

n = 1. For example, for n = 2, one can verify that

(f, g, h) = (sin(φ) cos(ψ), sin(φ) sin(ψ), cos(φ))

is an immediate entire solution and

(f, g, h) = (i sin(φ) tan(φ), i cos(φ) tan(φ), sec(φ))

is a meromorphic solution of the equation (5.1), where φ and ψ are two entire

functions. For n ≥ 3, looking for non-constant entire as well as meromorphic

solutions will be of utmost interest. For future course of work and to study Fermat-

type functional equations, we refer the reader to go through the article of Gundersen

[13] and references there in.

Acknowledgment: The author thanks the referee(s) for their careful reading and

insightful comments, which greatly helpful to improve the clarity of the exposition

of this paper.
20



ON THE FERMAT-TYPE DIFFERENCE EQUATION ...

Список литературы

[1] M.B. Ahamed, “An investigation on the Conjecture of Chen and Yi Results Math., 74: 122,
2019.

[2] I. N. Baker,“On a class of meromorphic functions”, Proceedings of the American Mathematical
Society, 17, 4, 819 — 822 (1966).

[3] S. B. Bank, J. K. Langley, “On the value distribution theory of elliptic functions”, Monatshefte
für Mathematik, 98, 1 -– 20 (1984).

[4] W. Bergweiler, “Order and lower order of composite meromorphic functions”, Michigan Math.
J., 36, 135 -– 146 (1989).

[5] Y. M. Chiang, S. J. Feng, “On the Nevanlinna characteristic of f(z + η) and difference
equations in the complex plane”, Ramanujan J., 16, 105 -– 129 (2008).

[6] A. Edrei, W. H. J. Fuchs, “On the zeros of f(g(z)) where f and g are entire functions J. Anal.
Math., 12, 243 -– 255 (1964).

[7] W. K. Hayman, Meromorphic Functions, Clarendon, Oxford (1964).
[8] F. Gross, “On the function of f3 + g3 = 1”, Bull. Amer. Math. Soc., 72, 86 – 88 (1966).
[9] F. Gross, “On the functional equation fn+ gn = hn”, Amer. Math. Monthly, 73, 1093 – 1096

(1966).
[10] F. Gross, “Factorization of meromorphic functions and some open problems”, Proc. Conf.

Univ. Kentucky, Leixngton, Ky(1976); Complex Analysis, Lecture Notes in Math. (Springer
Verlag), 599, 51 – 69 (1977).

[11] G. G. Gundersen, “Complex functional equations, in Complex Differential and Functional
Equations”, (Mekrijärvi, 2000), Univ. Joensuu Dept. Math. Rep. Ser., 5, 21 -– 50 (2003).

[12] G. G. Gundersen, W. K. Hayman, “The strength of Cartan’s version of Nevanlinna theory”,
Bull. Lond. Math. Soc., 36, 433 -– 454 (2004).

[13] G. G. Gundersen, “Research questions on meromorphic functions and complex differential
equations”, Comput. Method Funct. Theory, 17, 195 – 209 (2017).

[14] R. G. Halburd, R. J. Korhonen, Nevanlinna theory for the difference operator”, Ann. Acad.
Sci. Fenn., 31, 463 -– 478 (2006).

[15] R.G. Halburd, R.J. Korhonen, “Difference analogue of the lemma on the logarithmic derivative
with applications to difference equations”, J. Math. Anal. Appl., 314, 477 -– 487 (2006).
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