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GENERIC BIST ARCHITECTURE FOR MEMORIES

A generic Built-In Self-Test (BIST) architecture which is suitable for different types
of well-known memories is proposed. This architecture consists of different components
which are responsible for BIST features as operation execution and algorithm storage with
a defined format. The main components of the proposed architecture are described. This
architecture reduces the average test time by 0.85...3.21% (depends on the memory size).
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Introduction. It is a well-known fact that most demanded and used
intellectual properties (IP) in a System-on-Chip (SoC) are memories. But they are
most defect sensitive components because they are fabricated with minimum
feature widths. Nowadays, there are numerous of types of memories each of which
has its own pros and cons and can be used in certain types of integrated circuits
(IC). Therefore, their reliability is of great importance and the BIST is known to be
one of the most efficient solutions for large systems, which mainly consist of
memories. The implementation of such a BIST solution, requires understanding of
some basic notions and commonly used approaches. Some of them are described
below.

Fault Modeling. There are many different types of memories (e.g., SRAM,
DRAM, CAM, etc.) and each of them may be prone to certain specific fault types.
For example, there are additional match port and valid bits in CAMs except the
control and data ports. Hence, there can be stuck faults as well as transition faults
for those ports and bits (always (mis)match faults, stuck (in)valid bit, etc.).

On the other hand, there are faults, which are common for most of the
memories. Having the classification of the main fault types, which are common
across the different memory types (Table 1), will help to create the corresponding
test sequences and test mechanisms for them.

Memory Access Mechanism. The easiest way to access the memories is the
direct access mechanism. In that case processors, driving memory signals, are
connected to the inputs directly. There are other approaches like connection with
interface or physical layer (PHY) in case of external memories [1]. But, in general,
it is very common now that there are pipes between the memory and the processor.
This resolves the possible timing issues.
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Test sequence. To detect certain types of faults, different test sequences
(algorithms) should be applied [2]. For example, to detect stuck-at 0/1 fault, simple
write and read are used with an alternating background:

{W0, RO, W1, R1}. (1)

To detect the transition fault 0 to 1 and 1 to 0, transitions should be applied.
The below sequence contains both transitions:

{W0, RO, W1, R1, W0, RO}. 2)
R R R >
4 =
\ <] >
v iv[v]|V P >
Fig 1. Addressing directions (fast column and fast row)
Table 1
Memory fault classification
Fault Type |Fault Name Fault Description
Single-cell |Stuck-at 0/1 The logic value of a stuck-at (SA) cell or line is
faults always 0 or 1. It is always in state O or in state 1 and
cannot be changed to the opposite state.
Transition 0/1 A cell that fails to undergo a 0 to 1 transition when it is
written is said to contain an up-transition fault, and a down
transition fault indicates that a cell fails to undergo a 1
to 0 transition.
Write destructive | A non-transition write operation in a memory cell
faults causes the cell to flip.
Read destructive | A read operation is performed to the cell causes inversion
faults of the value in the cell and returns the incorrect value.
Stuck-open faults | The memory word cannot be accessed. When the sense
amplifier contains a latch, during a read operation, the
previously read value may be produced.
Two-cell Static coupling A given value 0 or 1 of the cell in the aggressor word
faults faults forces a certain value 0 or 1 in a cell of the victim word.
Transition A write transition operation applied to a cell of the
coupling faults victim word does not cause a transition if the aggressor
word is in each state.
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In general, memories have a word-oriented structure and non-bit-oriented, so
certain background patterns (BP) can be applied to memory words that can help to
detect two cell-related faults such as coupling faults. To detect all the combinations
of two coupled bit-cells, (1) sequence can be used with two varying background
patterns:

BP 1: Solid pattern (all 0/1) {W1, R1, W0, RO}
BP 2: Checkerboard pattern (all 01/10) {W(D), R(D), W(~D), R(~D)}

The Processor Components: Below are described the primary component
blocks which are necessary to have complete memory BIST. A certain block can be
different for certain type of memory, but the fundamental approaches are identical [3].

Table 2
March test operations
Operation name Description
w Applies simple write operation on the memory.
Applies simple read operation on the memory.
R Compares actual data with expected one (expected

data is held until comparison).

If memory has at least two control (read or write)
ports than all these ports will be accessed

RW . .
simultaneously. Makes stress condition for the
memory.

WW (Content Addressable Applies write operation with logic patterns on both

Memory-CAM specific) arrays of CAMs.

) Applies search operation in the whole memory

Compare (CAM specific) duri

uring one cycle.
Hit (CAM specific) Expects a single hit (match) on the current address.
Activate, Activate 2 Applies a page activation.

(External Memory specific)

Address Decoder. There are a few addressing types for a memory, each of
which is used in different march algorithms [4]. There are fast row, fast column
(Fig. 1), walking and galloping addressing modes which can be used with different
data background patterns (solid, checkerboard).

Opcode Decoder. Once we have the described the memory pinout and the
access mechanism for that, corresponding operations can be applied through the
operation decoder. Table 2 describes the test operations used for different memories.
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Data Comparator. This compares actual and expected data values and
generates one-bit signal as a result. There is a possibility to have failing I/O bits via
provided register.

March Element Format. March element consists of two parts. The first
one is the configuration of the current operation set. The configuration which is a
register with size of 10...20 bits. The size is defined based on memory type and
algorithms, which should be used. The addressing direction and data patterns are
described in this configuration. The second part contains the operations’ sequence.
The size of this part is fixed by the maximum number of operations, which is
configurable. The rest of this part which is not used for operations are skipped
during the march element execution. The possibility of algorithm programming
allows to have own test sequences. Using the parallel loading mechanism for
configuration register, the test time is improved for different sized memories
compared with the results presented in [5].

March Element State Machine. To execute certain operations in a defined
sequence, the algorithm format is defined. There can be different containers for
march elements with specified format. In this solution, there are two ways to have
an algorithm in a processor: hardwired, which means having the specified algorithm
fixed in the processor, and programmable, which allows to load the algorithm
through certain inputs of the processor. After selecting an algorithm, the internal
logic parses it and executes the test operations using the march element state machine.
The graph in Fig. 2 describes the state machine for a march algorithm.

| Cm

INCRMENET MARCH
ELEMENET INDEX

EXECUTE
OPERATION

Fig 2. March element execution
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Repair Mechanism. This feature exists if memory has an ability to be repaired.
It is usually done via redundant cell groups. Knowing the configuration of redundant
elements in a memory, the processor analyzes the location of captured failures and
based on the results replaced the faulty rows/columns with redundant ones.

Specific Blocks. It is clear, that the proposed architecture for testing
different types of memories cannot be absolutely the same with its main
components. Therefore, there are some special purpose components which allow to
use the main idea as a testing processor. Below is the description of these blocks.

Reference Calibration for MRAM. The logical “0”/’1” of this type of
memory is defined as the amplification of the voltage of its bit-cell. For high
resistance, the logical value is accepted as “1”” and “0” for a low one. Because these
resistances are close to each other, it is necessary to find the reference voltage for
comparison of the output voltage of a bit-cell. Knowing the characteristics of the
bit-cell behavior, the search mechanism can be suggested. It is usually
implemented via provided registers as a memory input. Using the specified search
algorithm, the best reference value can be found.

Memory Controller for External DRAM. In general, external dynamic
memories have a special initialization and test sequence. Initialization sequence
contains DRAM memory reset, some configuration registers and physical layer
(PHY) reset. After initialization step, memory test should be asserted, but the test
operations cannot be executed at once. There are more stages, which memory must
be during the test [6,7] (i.e. activation, pre-charge, refresh, etc.). The memory
controller allows to execute both protocols.

Conclusion. An architecture, which is compatible with different memories,
is presented. The usage of the introduced BIST architecture for different memory
types reduces the test time 0.85...3.21% for different memories with different sizes.
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CLrZULNRC VBN UD PEUSUINCUUL KULSSUMUAESNRE3NRL
zbhTNNkE3NPULENh ZUUULN

Unwowpyynud k ubpypdus phunnwynpiut hwdwlwpg, npp hwdwntnbth k wnwp-
pbp nhwh hhonnmipiniubph hwdwp: &wpnwpuybnnipmniip juquws L wnwppbp Eupw-
Junnigwsputinhg, npnip yuunwupwtwwnnt ki phunuynpdwt hpujutugdwi hwdwnp,
husyhuhp Bt owkipughwtph juwnwpnudp b phunnwynpnn wignphpuh yuwhwwinwp npn-
owlih npuwnny: Lhpjuyugus ki dwpunwpuybnnipui hhdtwwb pununphsbpn:
Uju hudwljupgp tJugkgunmd t phunwynpduit dudwtwlyp dhohtnd 0.85-3.21%-ny (Yuiju-
Ywd hhonnmipjut swwghg):

Unwbgpughli punkp. utpnpjus hhpnnnipnibubph phutnwydnpnud, hhonnnipjui
wbuwppnipinil, phunwdnpnn wignphped, hwdwljupg pniptinh pu:

A.B. BABASIH, I''A. ABI'APSIH

OBIIAA APXUTEKTYPA BCTPOEHHOI'O CAMOTECTUPOBAHMUA
IS ITAMSITH

Ipennaraercst 001Iasi ApXUTEKTYpa BCTPOCHHOTO CAMOTECTHPOBAHUSI, KOTOPAs MOJIXO0-
JUAT JUTS. PA3IMYHBIX THIIOB XOPOIIO M3BECTHBIX BUJOB MaMATH. DTa apXUTEKTypa COCTOUT
U3 pa3IMYHBIX KOMIIOHEHTOB, KOTOPHIC OTBEUYAIOT 32 ()YHKIIMH CAaMOTECTUPOBAHHS, TAKUE
KaK BBITIOJTHCHUE OMIEPAllil M XpaHEHUE allTOPUTMOB B OmpeieIcHHOM Qopmate. OmrucaHbl
OCHOBHBIE KOMIIOHCHTHI TIpEIaracMod apXUTEeKTyphl. [laHHAs apXUTEKTypa CHHXKAeT
cpenHee BpeMs TectupoBanus Ha 0,85...3,21% (B 3aBUCUMOCTH OT 00beMa IaMSTH).

Kniouesnle cnoea: caMoTeCTHPOBaHHE BCTPOCHHOM MaMsTH, HEMCIIPABHOCTh MaMSITH,
TECTOBOI ANTOPUTM, CUCTEMA Ha KPHCTAILIE.
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