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EXPERIMENTS IN IMMERSIVE VIRTUAL REALITY

The use of Virtual Reality(VR) as a learning tool encourages the creation of software
that allows users to experience learning environments on a device. This paper provides a
mechanism for developing a VR system to assist interactive electrical engineering laboratories
to be used in the teaching of Electrical Theory. A key point is that there is no need for the
user or student to have coding experience as all the necessary items for the experiments are
implemented in the software as 3D models.
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Introduction. VR is a virtual technology that allows user activities like in
the real world in a different dimension. From its beginning, VR has developed
significantly and has been widely used in many disciplines. Initially used as an
expensive technology that needed a significant amount of investment, complex,
dangerous, or hazardous systems can now be efficiently demonstrated on a computer
screen.

With an increasing need for advanced engineering higher education and
innovations in 3D simulation technologies and computer hardware, a growing
number of engineering teaching and training materials can be used in virtual reality
environments. Virtual reality technologies can be used as an education and training
method with the benefits of being safe, cost-effective, and completely controllable.
Virtual reality technologies greatly improve learning performance as they provide
the learner with authenticity and interaction.

VR systems are commonly known to be strong in both visual and spatial
interpretation of physical environments. VR also brings the advantage of being safe
for both users and machines, while at the same time giving the user the ability to be
introduced to a variety of situations that are hazardous to recreation or rarely occur.
The accumulation of these considerations indicates that VR can be an ideal
technology for increasing the training and knowledge of electrical engineers and
electricians and can also play a major role in increasing awareness of electrical
safety concerns and minimizing accident rates among the general public.

Laboratory experiences help to meet the needs of diverse learners as well as
build skills and emphasize the importance and real-world implementation of course
material. By engaging students in engineering research through a 3D virtual

55



laboratory, the aim is to trigger enthusiasm, interest, and the concurrent maintenance of
engineering students. The virtual laboratory modules are compact, self-explanatory,
and user-friendly. They allow remote students to have laboratory experiences close
to those of their peers on campus. The laboratory modules discuss the needs of
students with disabilities. Simulated laboratories are more accessible to learners
who frequently find it challenging or dangerous.

This research considers the concept of using virtual reality technology to
explain material knowledge in the context of a three-dimensional model. It presents
the steps needed for the building of a project. Studying the media that may be
virtually sensed by users will expand the user's vision and point of view in
learning. This increases the appeal of the material, as users can view the labs in a
virtual and realistic way. VR can also be a device for teachers to teach and evaluate
learning virtually, and it is proven that VR can increase student learning motivation,
so that learning using VR can improve their scores [1]. The work presented shows
that virtual reality technology can significantly increase the efficiency of teaching
and training by enabling engineers to apply technical knowledge to actual
industrial problems. The simulation uses electrical laboratory measurement in a 3D
simulated world that allows users to experiment and test the modeled equipment.

Background. In general, VR applications in education can be divided into
two main categories: (1) Non-immersive (the window), where the user's vision of
the world is by means of a flat-screen monitor serving as a "window" and (2)
Immersive, which fully brings the user to the virtual environment by using lenses
and two tiny displays mounted in front of the user's eyes [2].

Each of the above groups is also classified into the following subcategories.
Non-immersive tools are categorized according to the type of device used to
communicate with the virtual world: (1) by using traditional computer input devices,
e.g. mouse, keyboard, etc, and (2) by using specially built interaction devices
similar to those used in actual control, e.g. system operating consoles or vehicle
control cockpits. VR immersive systems are often divided into two subcategories
according to the virtual reality simulation system: (1) a head-mounted monitor
(HMD) consisting of active glasses with a small screen appropriately located in
front of each eye, and (2) the virtual CAVE (Cave Automatic Virtual Environment)
where the virtual world is projected on the walls, ceiling and floor of a room by
multiple stereoscopic projectors. In this last scenario, the user must wear passive
stereo glasses to gain a 3D view of the simulated world. The major drawback of
virtual caves is the high cost, which limits the use of this form of immersive VR.
On the other hand, the use of HMD may also cause cyber sickness.

Virtual reality is designed to allow users to achieve telepresence in physical

or imagined worlds. The word presence here implies "a sense of being in some
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environment"”, so telepresence could mean witnessing an existence in some
environment through the use of communication media.

The primary concept of virtual reality is how the medium of communication
and the human body should be connected. Remote communication environments
may provide a simulated presence for users using telepresence or telexistence
principles through the use of input devices such as HMDs. Thus, the physical
environments can be immersed in a virtual atmosphere to create a life-like
experience. A high-quality virtual environment is sometimes very difficult to
achieve due to drawbacks on input images, computing power, etc. However, the
development of CAD application programs, accelerated graphics hardware, HMDs,
and other innovative technologies have helped to address the cost-effectiveness of
those limitations. Virtual reality systems are typically associated with immersive,
highly visual, 3D worlds.

There are a few similar approaches to the problem that already exist. Some
of the examples are Labster — Lab Simulator, PraxiLabs, VR Lab Academy, etc.

Labster’s virtual lab simulations allow students to work through real-life
case stories, interact with lab equipment, perform experiments and learn with theory
and quiz questions [3]. It has a catalog of 150+ virtual lab simulations in different
fields including engineering, chemistry, etc.

PraxiLabs provides students with an immersive and interactive 3D simulation
of a realistic lab, enhancing their understanding and knowledge with a virtual
hands-on experience of what they’ve learned [4]. It also has a catalog of already
created laboratory stands, each for its unique test scenario.

These two laboratory simulations are mainly desktop-based applications
with preprogrammed and predefined case scenarios. There are complete sequence
of tasks and actions that users need to perform in order to complete the experiments.
This means that users cannot undertake experiments that are outside of the course
content and have not been developed and preprogrammed in the applications.

With VR Lab Academy students are studying experiments with virtual reality
technology which increases the ability to learn through virtual memory [5]. VR
Lab Academy offers both VR and PC versions, but still, with predefined case
scenarios.

The Virtual Environment introduced in this paper offers a full immersion of
the user into the virtual environment and is completely generic, without predefined
and preprogrammed laboratory experiment scenarios. It is set to be an environment
in which users can undertake a variety of electrical engineering experiments. In
contrast to the existing instances, this environment allows users to construct
various electrical laboratory stands that are needed for the experiments without any
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need of an additional programming, and to use the virtual environment to mimic or
substitute the actual reality electrical laboratories.

Design of the VR application. The first step is to identify and pick the
particular objectives to be accomplished. Only those which could be performed by
machine-generated simulation would be chosen from all the chosen objectives. The
next step is to decide which of the desired targets could be used for a 3D interactive
simulation. This way, the VR would not be beneficial if none of the goals is
mentioned. The method of developing a VR application is determined by the
following steps (Fig. 1) after the feasibility of applying VR to the chosen subject is
checked.
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Fig. 1. Phases of the VR application design

1. Determine the most suitable level of realism for achieving each goal,
ranging from very symbolic or graphical to very realistic. It is necessary to determine
what activities the VR program is designed to be capable of performing and what
actions users should be allowed to take. Taking into account the characteristics
discussed above, the realism level is chosen to be as realistic as possible.

2. Choose the level of user interaction with the Virtual environment that
defines the sensors involved and the degree of control and immersion that the user
can experience. Users should be immersed in a completely interactive virtual world
and interact with most of its core elements. They may even forget that are in a
virtual world if the environment and the interactivity with it are almost identical to
the real world.

3. Select the hardware and programming software that suits the best to the

objectives presented, depending on the choices followed in the previous steps.
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4. The virtual environment is developed, the interactivity is programmed,
and the VR application is created.

5. The VR system is being tested by a group of specialists. It must be
considered that reducing the reaction time is necessary in order to achieve as
realistic VR experience as possible.

6. Ultimately, the outcome of the test enables validation to be carried out if
the desired objectives are fulfilled and, otherwise, to make the necessary adjustments.

Electrical experiments to be implemented in this study require some
equipment for execution, e.g. a voltmeter, an ammeter, a multimeter, a DC power
supply, a resistor, etc. The design of simulation of the electrical experiments in the
virtual reality environment for the training is determined by the equipment and the
implementation of a direct current electrical circuit. Users use the HMD to function
in virtual reality.

Hardware and software for the implementation of Virtual Environment.
The selection of hardware depends primarily on the level of VR application
properties specified, such as realism, immersion, and interaction, according to the
objectives originally planned for the VR application. The higher the number of user
senses involved, the wider the functionality of the systems and their underlying
programming.

In this research, HTC Vive HMD [6] is used. It is a powerful VR headset
developed by the manufacturer of HTC mobile phones and the videogame
company Valve. This VR device achieves a high quality of immersion due to the
use of hand-held VR stick controls that allow users to communicate with objects
inside the VR environment, and sensors mounted on the walls of the room that
create a virtual space where users can walk freely.

Regardless of the hardware, programming a VR application assumes some
typical activities, based on the required level of realism and interactivity, such as
designing 3D worlds and programming interactions. Generally, the development of
the Virtual Environment is divided into two major categories. The first is 3D
modeling and animation software used to create three-dimensional objects, the
second is development engines. The most commonly used 3D modeling tools are
Blender, Autodesk 3DStudio Max, Autodesk Revit. The second category, they are
named sometimes videogame engines, graphic engines, etc. The term 'engine' here
refers to a program that performs a certain kind of task, or a part of it. The graphic
engines that are most used are Unreal Engine and Unity. The most popular 3D
videogame production engine is Unity. Its flexibility is the primary advantage. It is
a flexible graphics engine that offers a wide variety of assets. Projects can be
exported to both smartphone (Android, 10S) and desktop operating systems
(Windows, Linux and Mac OS), as well as video game consoles, by being cross-
platform. It is also compliant with VR platforms, and it is very useful in both 2D
and 3D for project design.
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System requirements. The computer must meet the following system

requirements:
Computer type  Desktop computer with available PCle slot
Processor Intel Core 15-4590/AMD FX 8350 equivalent or better
GPU NVIDIA GeForce GTX 1060, AMD Radeon R9 480 or better
Memory 4 GB RAM or more (8 GB RAM is recommended)

Operating system 64-bit Windows 10 or Windows 7 SP1

SteamVR app Version 1533664367 or later.

For the “Ohmic Resistances measurement” experiment users need an ammeter,
a voltmeter, a DC power supply and cables. Using the Virtual environment the
average technical specification of the system is:

CPU 26% (using Intel® Core™ i5-9400F)

Memory 550MB

GPU 1.5GB.

Development of the VR application. The 3D electrical equipment construction
was based on the design process. Equipment and environment have been built by
Autodesk Revit. The creation of the 3D model consists of electrical equipment
(Fig. 2), laboratory desk and a space environment.

Fig. 2. The development of the 3D Ammeter model in Autodesk Revit

The development of the virtual reality environment includes the computer
programming of the electrical current analysis process and the user's interaction
panel to control the activity in virtual reality.

After developing the three-dimensional model, a program is created to manage
the operation of the electrical scheme operation equipment by observing the
equipment, configuring the values, and validating the electrical circuit installation
process. The Space environment is built as if the users are experimenting with the
electrical devices in the laboratory, as shown in Fig. 3.
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Fig. 3. A View of the Virtual reality environment on the user's eye view of HMD

The three-dimensional model involves the development of controls (buttons
and tabs) on the control panel and the validation of the selection. The Unity Game
Engine is used to develop and integrate all the components listed above. C# is used
as a programming language. Among the many available 3D game development
tools, Unity3D is selected for its free development pricing, a rich community, a lot
of models and artifacts in the asset shop, supporting two of the most popular
programming languages (JavaScript, C#). Unity 3D is the most cost-effective,
flexible and sustainable solution to develop VR/AR application [7].

By virtually designing the required electrical circuit for the experiment, the
user can use any of the created 3D models, i.e. voltmeter, resistor, ammeter, etc,
and conduct different electrical experiments. This expands the scope of users, as
they do not need to have coding skills, they simply need to take 3D models by the
control sticks and link them to each other (Fig. 4).

Fig. 4. The Virtual Laboratory Environment
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Conclusion. The use of Virtual Reality as a learning tool to educate students
and users on the problem of electrical circuits, in general, is an interesting and
innovative viewpoint. Access to guidance through VR, can help and provide
students with a better explanation and a better understanding of the rules. The key
area for implementing VR in education is immersive learning. It decreases the cost
of having a student or trainee in a typically high-risk, expensive environment. In
comparison, the presented technology can be operated without expensive equipment.
Awareness of the virtual world will allow students to rapidly absorb themselves in
electrical projects. The student can thus quickly define the parameters involved,
and thus learn to design an electric circuit with greater confidence and safety.

An application aimed at the protection of electrical services using a VR
immersive environment has been presented in this article. The system enables full
navigation of the simulated reality and contact with most of the electrical
components. Users are able to create electrical laboratory stands in the virtual
environment using the component library embedded in the application and prepare
the environment for the experiment as it would be done in the real world. The
environment could be quickly experienced by most participants without previous
experience and the activities suggested. To have a realistic experience, the attention
is not just on the realistic look of the main devices, but on the environment also.
Since VR technology is reusable and quickly updated, it can significantly reduce
training costs and can be made accessible on the internet, eventually being a very
attractive choice for remote education.
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E.U. ULGLUUL3UL

ELBUS/UuUL z0ULYU QBN UPUNRLBUSHUL BY LULNCUSOC
ONrAVMUINPULESP YUSUMNRUC LU UN, 4h0SORUL PrUYULARE8UL
UbU4U3CNPU

Jhpuniw) hpujutnipjui(dh) ogunnugnpénidp nputiu ntuntdtwjut qnpshp upw-
unwd E Spugpuyhtt wywhndwi unbndnidp, npp oquuynnubphtt htwpwynpnipni juw
thnpdwnpyt) nuunidtwwt dhpwduyptpp uwpptiph dhongny: Uju wpluwnwitiptt wuyuhnynid
k9P hadwlupgh dowldwt dkfuwhqd, npp Juewlgh EiEjunpunthjuyh puuuduinplut
dudwtwly junwpynn htnbkpuluhy jwpnpunnp hopdupynidubpht: Zhdbwjuwh qunu-
thupt wyt k, np ogrnuugnpénnht jud ntuwbnnht Spugpuynpuwt thnpd niitbiwp wthpu-
dtiow sk, pwtth np thopdbph hwdwp wihpwdbon pninp wwpwqukpp Spuqpuyhtt wyw-
hnydwi dke ubkpnpdws L nputiu knwswth Unnlyubip:

Unwbgpuyhl punkp. Jhpinniwuy hpuljwiinipiniy, hinbkpuljnhy ntunignud, panung
Yhpuiniwy jwpnpuinnphw, Yppulub gnpshp:

9.A. AJIEKCAHSAH

CUuMyJsaus SJIEKTPUYECKUX CUCTEM U BBIIIOJTHEHUE
JABOPATOPHBIX UCCJIEJIOBAHUI B CPEJIE IOT' PYKAOIIEM
BUPTYAJIbHOM PEAJIBHOCTH

[TpuMeHeHne BUPTyalbHON pealbHOCTH KaK HHCTPYMEHTa O0YUCeHHS MOOIIPSET CO3-
JaHHe POrPAMMHOIO 00ECTICYEeHHs], KOTOPOE JAcT IOJIb30BATEIsIM BO3MOYKHOCTh HCIBITATh
cpenpl OOYUeHHs C TIOMOIIBI0 YCTPOWCTB. DTa paboTa oOecrednBaeT MEXaHI3M Pa3padOTKU
CHCTEMbI BUPTYaJIbHOM pealbHOCTH, KOTOpPasl MOJIEPKHUBACT IOJyYEHUE MHTEPAKTHBHBIX
naboparopuii BO BpeMsl 3JIEKTpOTeXHHYecKoro o0ydeHus. OCHOBHas HJesl 3aKJIIOYACTCs B
TOM, YTO CTYACHTY WJIM IOJb30BATCIIO HET HeO6XOI[l/IMOCTI/I HUMETH OIIBIT NporpaMMHpoBa-
HUs, TaK KaK BCE MHCTPYMEHTDI, UCII0JIb3YEMbBIC BO BPEMSA OIILITOB, BHEIPCHBI B MIPOTrPaMMHOEC
o0ecriedeHre KaKk TPeXMEPHbIE MOJIETIH.

Knroueevie cnosa: BupTyanbHas pealbHOCTb, HHTEPAKTUBHOE 00y4YEHHE, IOTPYIKato-
I11as1 BUPTyaJibHas JJab0opaTopHst, HHCTPYMEHT 00y4eHHsI.
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