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A SELF-LEARNING DYNAMIC MEMORY DESIGN METHOD

A novel approach to memory design method is presented, which is targeted to
generate memories with an acceptable value of timing performance and area increase
while optimizing power consumption and the IR drop. The machine learning methods are
used for IR drop and refresh cycle time estimations, which help to reduce power
consumption.

The experimental results show that with the proposed method power consumption
is reduced by 10...15% while having a loss of 5...14% in the area.

Keywords: DRAM, OpenRAM, Machine learning.

Introduction. It is well known [1], that the main macro parameters of the
integrated circuits (IC) and their separated parts are performance, power
consumption, and the occupied area in the semiconductor crystal. This refers to one
of the most common types of ICs: memories. Due to the recent development of the
ICs [2] and their separated parts design and prototyping, the power consumption
reduction challenges in the ICs are dominant in comparison with the other
mentioned macro parameters. Often, power consumption is being reduced by
sacrificing the speed as it is being done in the multi-core processors [3]. But there
are multiple applications of the ICs and their separated parts in which ensuring
high-speed performance is more important than power consumption reduction. For
this reason, the most common tools of designing memory ICs, memory compilers,
should be able to meet the requirements ratio for speed and power consumption in
each specific design. This means that memory compilers must be able to select the
correct ratio between speed and power consumption. The best way of solving this
problem is the machine learning (ML) application in the memory design process.
But the famous memory compilers [4-8] either do not have a self-learning ability
[9] or if they have that ability of self-learning, they do not provide the best ratio
between speed and power consumption [10,11].

For example, OpenRAM is one of the best open access memory compilers
[4]. OpenRAM is a Python-based and flexible compiler, which does not
depending on a specific technology and can be easily ported from one node to
another. Based on this, OpenRAM is the basic compiler on which many other
types of research are carried out [5,7-9].

The OpenRAM memory compiler consists of eight blocks (Fig. 1).
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Fig. 1. An OpenRAM memory block

The main principle of the OpenRam is based on increasing the speed of
the memory due to the mixing of the memory banks, as a result of which the
access time to the memory bank is reduced. However, to achieve a reduction in
the memory access time, the memory bank size must be small, otherwise, the
wire connections between muxed memories will increase transition time. This
can be treated as a disadvantage for this architecture since the technology
demands big memory banks. Another example is an asynchronous memory
compiler (AMC) [5], which is based on the OpenRAM memory compiler. This
compiler solves the access time problem on the big memory systems, which
comes from the OpenRAM memory compiler architecture. This approach is to
combine sub-banking and tree-structure methods (Fig. 2). Each memory bank
has sub-banks and a sub-bank decoder. And by combining with a tree-structure,
the access time of any memory address will be the same. This approach allows
having big memory banks in comparison with OpenRAM while adding a
logical unit for the sub-banking process control. This will keep memory access
time in the limits while the power consumption will be increased because of the
standard cell count increase. The main disadvantages of this compiler are the
high-power consumption and area increase.

The compilers do not consider the best trade-off between power consumption
reduction and performance, a novel method is needed from the best ratio between
the speed and power consumption, which is described in the next section.
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Fig. 2. An AMC multi-bank architecture

Self-learning dynamic design tool methodology. A novel method of
memory compiler is presented, which is meant to meet power requirements using
ML algorithms. This method is created considering most of the options of the
OpenRAM memory compiler. One of the main additions to the OpenRAM memory
compiler is the DRAM memory generator insertion into the OpenRAM logic. In
addition to the inbuilt features, the self-learning dynamic design tool methodology
has 4 main components (Fig. 3), which are controlled by switches and can be
turned on and off from tool settings to add flexibility into the tool working process.
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Fig. 3. Proposed DRAM compiler based on OpenRAM
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The activation of the specific component can enhance and optimize the
memory design:

e Multi-VT memory bank prioritizing method [12] — For reducing the power
consumption of the memory addresses which are rarely used, different VT memory
bit cells are combined in one memory block. To control the memory address
selection form one block with the different VT, a prioritizer algorithm (Fig. 4) is
used. The algorithm is aimed at creating priorities for the memory addresses based
on counting the access of the addresses for one VT memory bank. Each memory
bank from the memory system has its counter for counting the accesses. For
example, if the addresses from one memory bank have been accessed n times, the
counter value will be increased by n. Rather than separated bank counters, the
memory block has one more counter which is controls the total amount of the
accesses after which the priorities of the memory banks must be recalculated.
Based on the counters, value priorities of the memories are generated. If the
memory bank has a priority change the memory address mapper swaps the
addresses to the appropriate address with the required priority.
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Fig. 4. A memory address prioritizer block diagram

o [R-drop estimation and solution using ML algorithms [13] — The supply
networks of the IC are always created in a structured and symmetric way. The
power and ground network must be enhanced to ensure the functionality of the IC
if the design has blocks with the dominant amount of different VT cells as in multi-
VT memory banks. The resistance of the network must be reduced in the areas
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where a possible IR drop is estimated using the ML-based algorithm. The
automated interconnect via insertion adds more connections from the top to lower
metal layers with appropriate metal-via enclosures (Fig. 5). This technique
decreases the voltage drop in the power and ground network.

Fig. 5. Via ladder view

e DRAM memory refreshing time estimation based on statistical blockade [14]

— For ensuring stored data in the DRAMSs, the refresh cycle time must be
small. On the other hand, the refresh cycle time must be increased for optimizing
power consumption coming from frequent refreshes. This means that the best
refresh cycle time must be selected for power consumption reduction, which will
not bring to the loss of the stored data. The Monte Carlo (MC) simulation is used
with a statistical blockade method for estimating the refresh cycle time (Fig. 6).
The statistical blockade is an ML-powered method with the help of which the MC
simulation count is reduced. For a ML model training, the input set is being
constructed from a small count of MC simulations. The trained model is used to
reduce the simulations count in case if the MC simulation does not make a high
impact on the estimation. As a result, the best refresh cycle time can be achieved,
which will reduce power consumption. This kind of technique will ensure the
consideration of the data which will have an impact on the results.
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o Pin accessibility checking integration into the design [15] — As memory
blocks have a large number of pins and mostly, they are placed near to each other,
finding the best pin placement option will help in later processes. With pin
accessibility checking, better options for memory block pin placement can be
achieved, hence in memory blocks, placement and routing stage implementation
can be done faster and with high accuracy. After the memory block design, the
inbuilt method places and tests the memory blocks with different orientations, and
on different placement rows (Fig. 7).
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This method is mostly devoted to tree-style memory block sub-banking
enhancement for the best memory selection on the complex tree structure.

Experimental results. The implemented method is compared with
OpenRAM and AMC memory compilers’ methods.

Experiments are done on SRAM type memories for comparisons. Different

configurations of SRAM memories are used:

e Word line size: 8bit, 32bit, and 64bit

e Memory capacitance: 32GB, 128GB and 256GB

The results of the comparisons are listed in Table 1.

Table 1
Comperison results
OpenRAM AMS Our method
Word size bit E:Li::; Nur:)b;sr of Cycle time, ns Avg.r:\t;vwer, Bit Eff;coiency, Cycle time, ns Avg.r:‘jvwer, Bit EffL/cﬂiency, Cycle time, ns Avg.r:;\llver, Bit Effi;jency,
number
8 1 32 6.4 13 18 5.5 12.2 16.00 6.5 11 15
8 2 64 8.8 18 34 7 18.3 3.00 9 16.7 28
8 4 128 10.6 346 48 9.4 34 44.00 10.8 29.6 38
32 1 32 8.2 34 39 6.4 30 37.00 8.4 27.3 35
32 2 128 13.2 51 62 10.4 49 6.00 13.8 44.7 4
32 4 256 22 92 75 13.2 100 73.00 229 86.5 49
64 1 64 12 54 59 7.9 54 57.00 12.9 473 54
.0Table 2
The compiled DRAM characteristics
Colunm Avg. Total Bit
Word size . Number Cycle & L
bit muxing of rows | time ns Power, Area, Efficiency,
number mW mm?2 %

8 1 32 7.3 20.02 0.64 3

8 2 64 9.7 25.7 1.23 48

8 4 128 12.1 32.8 3.21 69

32 1 32 8.7 51.3 1.1 63

32 2 128 14.7 72.7 59 71

32 4 256 24.2 113.7 23.7 76

64 1 64 13.7 89.4 2.6 63

64 2 256 28.1 135.6 30.3 78

Apart from SRAM memories, the method has been tested on DRAM
memories. The results are listed in Table 2.

Conclusion. The presented novel method of memory compiler reduces
power consumption by 10..15% by using smart machine learning methods,
while the access time of the memory is increased by 5...14%.
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4.C. UGLPL3UL, L.E. UUUPUNL3UL
hueLUNPUNRSYINN, 2P LUURY ZhCUUUNRECE LUMUSGOUUL UGENY

Ukpluwjugws E hhonnmipjut twppwugsdwt tinp dninkgnud, nph tyquwnwlji £ qhuk-
pugik] hhonnnipynit, npp Yoiikbw oupnhuwy hqnpnipyut swjuu b IR wiymud’ dwudwiu-
Juyhtt yuwpwdtwpbph b dwipkuh pugniubih wdh hwoyghti: Oguuugnpsyt) i dkphwgu-
Juit ntumgdwib dkpnnubtp' IR wudwi b hhpnnnipjut pupdugdwui dudwbwyh juithw-
nbkudwt hwdwp, npnip wjuqtgunid Eu hqnpnipyut Swuup:

®dnpduwljut mpmyniupubpn gnyg i tnwihu, np dpuldus dkpnnh Yhpundwdp hqn-
poipjwi Swhuup tjuqhy k 10...15%-ny, Uhtsphn dwltptuh Ynpniunnp dnn 5...14% E:

Unwiigpuyhli punkp. DRAM hhonnnipinil, OpenRAM, dbphuwjwljub niunignud:

B.IlI. MEJINKSH, H.9. MAMUKOHSAH

CAMOOBYYAIOIUNCA METO/] MPOEKTUPOBAHUS TUHAMMWYECKOM
IMAMATH

[IpencraBieH HOBBIH MOAXO K METO/Y ITPOSKTUPOBAHUS MAMSITH C LIEJIBIO CO31aHHA
6J'IOKOB namMATu C NpUCMIICMBIMH 3HAYCHUAMHN BPEMCHHBIX XapaKTCPUCTHUK U YBCIIMYCHUA
IIomanaun npru onTuMnu3alun 3Hepr0n0Tpe6neHml " NaCHUN HAIPSAKCHUA. MCHOHb3leTC5{
METOJbl MAIIMHHOTO OOy4eHMs A1 OLEHKH BPEMEHHM LHKIa OOHOBICHUS M MaJeHHs
HaIpsDKEHHMS, YTO IIOMOT'aeT CHU3UTh SHEPTronoTpedIeHue.

OKcIiepuMeHTaIbHbIe Pe3yJIbTaThl IOKA3bIBAIOT, YTO C IOMOIIBIO IPEAIaraeMoro Me-
Tona sHepronoTpediaenne canzutes Ha 10...15% mpu yBenmuenun miomaau Ha 5...14%.

Knrouegwvie cnosa: DRAM namsats, OpenRAM, MammHHOE 00y4eHUE.
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