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Abstract

Automated semantic information extraction from the image is a difficult task. There
are works, which can extract image caption or object names and their coordinates.
This work presents object detection and automated caption generation implemented
via a single model. We have built an image caption generation model on top of object
detection model. We have added extra layers on object detector to increase caption
generator performance. We have developed a single model that can detect objects,
localize them and generate image caption via natural language.
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1. Introduction

Automatic description of an image content is a fundamental problem in artificial intelligence
that connects computer vision and natural language processing. The progress of parallel
computing is boosting the progress of machine learning. In the last years many working
systems have been developed and many works published on computer vision topic. All
these works enabled solution of hard problems such as image object classification, object
detection, and localization, scene detection, semantic segmentation. In parallel machine
translation approaches based on neural networks have been developed. These approaches
have been applied on images, creating systems that can describe the image content via
natural language sentences [1]-[4]. There is huge work to do because these systems are
not complete, because they don’t have human accuracy level. Nevertheless, generally they
are working fast enough to have many applications in the real world. For example search
engines, social networks are using the systems to annotate media content (images, videos,
animations) with different annotating systems. In this case, it is very important that the
annotating system will provide more annotation via single iteration. Therefore we have
developed a single model that can detect objects, localize them and generate image caption
via natural language.

Automatically generated image caption should contain the main object names, their
properties, relations and actions. Moreover, the generated caption should be expressed
through a natural language like English. There are a number of works approaching this
problem. Some of them [3, 5, 6] offer combining existing image object detection and sentence
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generation systems. But there is a more efficient solution [1] that offers a joint model.
It takes an image and generates the caption, which describes the image adequately. The
latest achievements in statistical machine translation were actively used in image caption
generation tasks. The reason for this is mainly the proven achievement of greater results
when using a powerful sequential model trained by maximizing the probability of the correct
translation for the input sentence. These models [1, 7, 8] are based on Recurrent Neural
Networks (RNNs). The model encodes the variable length input into the fixed length vector
representation. This representation enables conversion of the input sentence into the target
sentence or the input image into the target image caption.

Neural nets have become a leading method for high quality object detection in recent
years. Modern object detectors based on Convolutional Neural Network (CNN) [9] net-
works, such as Faster Region-based Convolutional Neural Network (Faster R-CNN) [10],
Region-based Fully Convolutional Network (R-FCN) [11], Multibox [12], Single Shot Detec-
tor (SSD) [13] and YOLO: Real-Time Object Detection [14], are now good enough to be
deployed in consumer products (e.g., Google Photos, Pinterest Visual Search) and some of
them have been proven to be fast enough to run on mobile devices. This work presents a
merged model of object detection and automatic caption generation systems. We have de-
veloped and trained caption generation model based on pre-trained SSD model to minimize
computation time by sharing image feature extraction step.

2. Model

Our merged model consists of object detection and automatic caption generation joint mod-
els.

2.1 Object Detection
The paper Speed/accuracy trade-offs for modern convolutional object detectors [15] makes
a detailed comparison of the existing object detection algorithms, which have good perfor-
mance and also give software framework with a unique interface to work with. It starts with
The R-CNN paper [16], which was the first modern convolutional network-based detector.
The R-CNN method took a straightforward approach of cropping externally computed box
proposals out of an input image and running a neural net classifier on these crops. This
approach can be expensive because of necessity to have many crops, that lead to significant
duplicated computation for overlapping crops. Fast R-CNN [10] alleviated this problem by
pushing the entire image once through a feature extractor then cropping from an intermedi-
ate layer so that crops share the computation load of feature extraction.

In the Faster R-CNN detection happens in two stages. In first stage, called the region
proposal network (RPN), images are processed by a feature extractor, and features at some
selected intermediate level are used to predict class-agnostic box proposals.

L(a, I; θ) = α · 1[a is positive] · ℓloc(ϕ(ba; a)− floc(I; a, θ)) + β · ℓcls(ya, fcls(I; a, θ)). (1)

The loss function for this first stage takes the form of equation (1) [15] using a grid
of anchors tiled in space, scale and aspect ratio. At the second stage, these (typically 300)
box proposals are used to crop features from the same intermediate feature map which are
subsequently fed to the remainder of the feature extractor in order to predict a class and
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class-specific box refinement for each proposal. The loss function for this second stage box
classifier takes the form of equation (1) using the proposals generated from the RPN as
anchors. Notably, one does not crop proposals directly from the image and re-run crops
through the feature extractor, which would be a duplicated computation. However, there
is a part of computation that must be performed once per region, and, thus, the run time
depends on the number of regions proposed by the RPN.

Determining classification and regression targets for each anchor requires matching an-
chors to groundtruth instances. Common approaches include greedy bipartite matching (e.g.,
based on Jaccard overlap) or many-to-one matching strategies, in which bipartiteness is not
required, but matchings are discarded if Jaccard overlap between an anchor and groundtruth
is too low. Paper [15] refers to these strategies as Bipartite or Argmax, respectively. Our
model [15] uses Argmax matching along with thresholds set as suggested in the original
paper [10]. After matching, there is typically a sampling procedure designed to bring the
number of positive anchors and negative anchors to some desired ratio.

To encode a groundtruth box with respect to its matching anchor, the model uses the
box encoding function ϕ(ba; a) = [10 · xc

wa
, 10 · yc

ha
, 5 · logw, 5 · log h] (also used by [16, 10]).

The scalar multipliers 10 and 5 are typically used in all of these prior works [15, 10, 16].

Fig 1. High level diagrams of the detection meta-architectures

compared in [15].

Though the SSD paper [13] was published, [15] uses the term SSD to refer broadly to
architectures that use a single feed-forward convolutional network to directly predict classes
and anchor offsets without requiring a second stage per-proposal classification operation
(Figure 2..1). Under this definition, the SSD metaarchitecture has been explored in a number
of precursors to [13]. Both Multibox and the Region Proposal Network (RPN) stage of Faster
R-CNN [12, 17] use this approach to predict class-agnostic box proposals.[14, 18, 19, 20] use
SSD-like architectures to predict final (1 of K) class labels. And Poirson et al., [13] extended
this idea to predict boxes, classes and pose. For this work we will use pretrained SSD [13]
based on MobileNet [21] classifier as decribed in [15].

2.2 Caption Generaton

The model encodes the variable length input into the fixed length vector representation. This
representation enables conversion of the input sentence into the target sentence or the input
image into the target image caption. The last model was being trained to maximize P (S|I)
likelihood to generate the target sequence of words S = {S1, S2, . . .} for an input image I,
where each word St comes from a given dictionary, that describes the image adequately.
Show and Tell [1] model can generate image descriptions with recurrent neural network. It
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maximizes the probability of the correct caption for the given image,

log p(S|I; θ) =
N∑
t=0

log p(S|I, S0, . . . , St−1; θ), (2)

where (S|I) is a training example pair. While training, we optimize the sum of the log
probabilities for the whole training set using AdaGrad [22].

p(S|I, S0, . . . , St−1; θ) probability will correspond to the t step (iteration) of Recurrent
Neural Network (RNN) based model. The variable number of words that are conditioned
upon, up to t − 1 is expressed by a fixed length hidden state or memory ht. After every
iteration for the new input, memory will be updated by using a non-linear function f .

ft+1 = f(ht, xt). (3)

For f from (3) we use a Long Short-Term Memory (LSTM) [23], which has shown state-
of-the-art performance on sequence generation tasks, such as translation or image caption
generation.

Long Short-Term Memory (LSTM) is an RNN cell. It helps in solving RNN training
time problems like vanishing and exploding gradients [23], which is a significant problem
for RNNs. LSTM is commonly used in machine translation, sequence generation and image
description generation tasks. Paper [1] uses recurrent neural network with an LSTM cell to
generate image caption. From a construction perspective, LSTM is a memory cell c encoding
knowledge at every iteration of what inputs have been seen up to this iteration. Later this
knowledge is used for subsequent word generation (8, 9). Behavior of the cell is controlled
by three gates: an input gate, an output gate and a forget gate. Each gate is a vector of
real number elements ranging from 0 to 1. In particular, the forget gate is responsible for
controlling whether to forget the cells old value, the input gate controls the permission for
reading a new input value and finally the output gate controls the permission to output the
new value from the cell. This is done by multiplying the given gate with the corresponding
value (7, 8). The definition of the LSTM is as follows:

it = σ(Wixxt +Wimmt−1), (4)

ft = σ(Wfxxt +Wfmmt−1), (5)

ot = σ(Woxxt +Wommt−1), (6)

ct = ft ⊙ ct−1 + it ⊙ h(Wcxxt +Wcmmt−1), (7)

mt = ot ⊙ ct, (8)

pt+1 = softmax(Wpm ∗mt). (9)

In (4)-(9) equations it, ot, ft are input, output and forget gates, correspondingly, ct is a
cell memory in step t and mt is an output of the LSTM for step (iteration) t. Wix, Wim, Wfx,
Wfm, Wox, Wom, Wcx, Wcm are trainable parameters (variables) of the LSTM.⊙ represents
the product with a gate value. Sigmoid σ(·) and h(·) hyperbolic tangent are nonlinearities of
the LSTM. (9) will produce a probability distribution pt+1 over all words in the dictionary,
where Wpm is a trainable parameter. We also have lookup embedding matrix Wl ∈ RDxNe ,
where D is the number of dictionary words. Each row of the matrix represents a word
embedding in image-word embedding space. Each xi (where i ≥ 0) is the corresponding row
at index (Si)(equation (10)).

xi = W Si
e (10)
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2.3 Image Embending for Caption Generation

We have tested many combinations to get feature layer for this object detector. The best
one is to restore MobileNets [21]’s last layers (except softmax), which has been removed
for object detector in [15]. These recovered layers (see Figure 2..3) will be trained during
caption generation model training. These extra layers on object detector are increasing the
caption generator accuracy, see Figure 3.

Fig 2. The image extractor of SSD object detector with recovered layers from MobileNet.

We will select the last layer (Mnetfeatures) from the construced layers and append fully
connected neural layer with Ne neurons, which will convert 4096-dimensional vector into
Ne dimensional vector. Ne is an image-words embedding vectors dimensionality [24]. The
output vector x1 of a fully connected layer will be the first feed vector for RNN,

x−1 = Mnetfeatures ∗Wi + bi (11)

where Wi ∈ R2048xNe and bi ∈ RNe are trainable parameters for image embedding.

3. Training

The LSTM model is trained to predict the probability for the next word of an image caption
after it has observed all the previous words in the captions and image features [25]. For
easier training LSTM is represented in unrolled form, which is a copy of the LSTM memory
for the image and each word of the sentence. Also all LSTMs share the same parameters.

Thus, x−1 is the first input for the first LSTM. Initial state of the LSTM is c−1 zero-filled
memory. For the next LSTMs, inputs correspond to the word embedded vectors. Also, all
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recurrent connections are converted into feed-forward connections. Loss function will be sum
of the negative log likelihood of the correct word at each step:

L(I, S) = −
N∑
t=1

log p(St). (12)

For training, we have used AdaGrad instead of multi-batch stochastic gradient descent.
We have trained on Microsoft Common Objects in Context (MSCOCO) [26] image dataset
and have less accuracy then [1], see Table 3.. To avoid overfitting we have used Perplex-
ity (13), also we have applied different regularization techniques as dropout, weight decay
and gradient clipping.

PP (S) = n

√√√√ n∏
i=1

1

P (Si|S1 . . . Si−1)
. (13)

Inference has been made via using Beam Search, which gives us variants for the best
scored sentence after many predictions in Figure 3..

Fig 3. The training process comparation of SSD-MobileNet based caption generator with

SSD-MobileNet based caption generator with recovered layers. The first graph is train loss

comparation (red - SSD-MobileNet, blue - SSD-MobileNet + recovered), the second evaluation

perplexity (dark blue - SSD-MobileNet, blue - SSD-MobileNet + recovered), the third is the

learning rate graph.
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Fig 4. Image caption generation and object detection via a single model.

Table 1: Comparison of SSD-MobileNet based caption generator (our model) with Vinyals [1],

Human [26], Random - randomly picked words from the dictionary, Shuffle - correct caption

with randomly shuffled words.

Metric BLEU 1 BLEU 2 BLEU 3 BLEU 4 METEOR ROUGE-L CIDEr-D

MNet based 0.491 0.296 0.181 0.115 0.151 0.379 0.256

Vinyals [1] N/A N/A N/A 0.277 0.237 N/A 0.855

Human [26] 0.663 0.469 0.321 0.217 0.252 0.484 0.854

Random 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Shuffle 1.000 0.404 0.139 0.050 0.415 0.469 1.102

4. Conclusion

We have built an image caption generation model on top of the object detection. That hepled
us to reduce the computation time by more than 30% by sharing the image feature extraction
step within the object detector and the caption generator. As we have not changed anything
in the object detector it has the same accuracy as in [15]. But we have not achieved [1]
accuracy in the caption generation, see Table 1. One problem that we have noted is the
object detector word dictionary size. Our chosen object detector can detect objects from 80
categories. Moreover, our caption generator vocabulary consists of 11520 words. This causes
the caption generator’s inability to differ, for example, men from women because the object
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detector has only the concept of person, see Figure 3.. One method to fix this issue is to
train the system as a single model and that would require huge computational power.
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ä³ïÏ»ñÝ»ñÇ í»ñÝ³·ñ»ñÇ ·»Ý»ñ³óáõÙ` ûµÛ»ÏïÝ»ñ
Ñ³ÛïÝ³µ»ñáÕ Ùá¹»ÉÇ ÑÇÙ³Ý íñ³

². äáÕáëÛ³Ý ¨ Ð. ê³ñáõË³ÝÛ³Ý

²Ù÷á÷áõÙ

Ø»ñ ûñ»ñáõÙ å³ïÏ»ñÇ ë»Ù³ÝïÇÏ ÇÝýáñÙ³óÇ³ÛÇ ³íïáÙ³ï³óí³Í Ñ³í³ù³·ñáõÙÁ 
³Ù»Ý¨ÇÝ ¿É Ñ»ßï ³é³ç³¹ñ³Ýù ã¿: ¶áÛáõÃÛáõÝ áõÝ»Ý ³ßË³ïáõÃÛáõÝÝ»ñ, áñáÝù áõÝ³Ï 
»Ý í»ñÝ³·ñ»É å³ïÏ»ñÝ»ñÁ, ÙÇÝã¹»é ÙÛáõëÝ»ñÁ ÑÝ³ñ³íáñáõÃÛáõÝ áõÝ»Ý ï³É å³ïÏ»ñáõÙ 
³éÏ³ ûµÛ»ÏïÝ»ñÇ ³Ýí³ÝáõÙÝ»ñÝ Çñ»Ýó Ïááñ¹ÇÝ³ïÝ»ñáí: ²Ûë ³ßË³ïáõÃÛ³Ý Ù»ç 
í»ñÁ Ýßí³Í ËÝ¹ñÇ ÉáõÍáõÙÁ Ý»ñÏ³Û³óí³Í ¿ ÁÝ¹³Ù»ÝÁ Ù»Ï Ùá¹»ÉÇ ÙÇçáóáí: Ø»Ýù 
í»ñÝ³·ñ»ñÇ ·»Ý»ñ³óÙ³Ý Ùá¹»ÉÁ Ý³Ë³·Í»É »Ýù ûµÛ»ÏïÝ»ñ Ñ³ÛïÝ³µ»ñáÕ Ùá¹»ÉÇ ÑÇÙ³Ý 
íñ³: Ü³¨ ³í»É³óñ»É »Ýù Ñ³í»ÉÛ³É ß»ñï»ñ ûµÛ»ÏïÝ»ñÇ Ñ³ÛïÝ³µ»ñÙ³Ý Ùá¹»ÉáõÙ` 
í»ñÝ³·ñ»ñÇ ·»Ý»ñ³óÙ³Ý ×ßïáõÃÛáõÝÁ µ³ñÓñ³óÝ»Éáõ Ýå³ï³Ïáí: ì»ñçÝ³Ï³Ý Ùá¹»ÉÇ 
ÙÇçáóáí Ï³ñáÕ »Ýù ëï³Ý³É å³ïÏ»ñÇ í»ñÝ³·ÇñÁ ¨ å³ïÏ»ñáõÙ ³éÏ³ ûµÛ»ÏïÝ»ñÇ 
Ïááñ¹ÇÝ³ïÝ»ñÝ áõ ³Ýí³ÝáõÙÝ»ñÁ:

Ãåíåðàöèÿ çàãîëîâêîâ èçîáðàæåíèé íà îñíîâå ìîäåëè
îáíàðóæåíèÿ îáúåêòîâ

À. Ïîãîñÿí è À. Ñàðóõàíÿí

Àííîòàöèÿ

Àâòîìàòè÷åñêîå èçâëå÷åíèå ñåìàíòè÷åñêîé èíôîðìàöèè èç èçîáðàæåíèÿ
ÿâëÿåòñÿ ñëîæíîé çàäà÷åé. Åñòü ðàáîòû, êîòîðûå ìîãóò èçâëå÷ü çàãîëîâîê
èçîáðàæåíèÿ èëè íàçâàíèÿ îáúåêòà è èõ êîîðäèíàòû. Â äàííîé ðàáîòå
âûøåóêàçàííàÿ ïðîáëåìà ïðåäñòàâëåíà òîëüêî ÷åðåç îäíó ìîäåëü. Ìû
ðàçðàáîòàëè ìîäåëü ãåíåðàöèè íàçâàíèé íà îñíîâå ìîäåëè îáíàðóæåíèÿ
îáúåêòîâ. Ìû òàêæå äîáàâèëè äîïîëíèòåëüíûå ñëîè â ìîäåëü îáíàðóæåíèÿ
îáúåêòîâ, ÷òîáû óâåëè÷èòü òî÷íîñòü ãåíåðàöèè íàçâàíèé. Îêîí÷àòåëüíàÿ ìîäåëü
ïîçâîëÿåò ïîëó÷èòü çàãîëîâîê èçîáðàæåíèÿ è êîîðäèíàòû îáúåêòîâ è èõ èìåíà.
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