ical Problems of Computer Science 38, 34-36, 2012. |

Coding Bound for E-capacity Region of

dom ;
£ st Channel With Confidential Messages

the Broadcast

information theoretic security recently has attracted much attention [8]. One of the
,m;uhimobjamh:hemmmuﬂmumhmehmdwmelﬂthmuﬁdm

investi Csiszdr and Karner [1]. The model is depicted in Fig.1.
luuchmna!awithtmmuneenmdumdm

involves two discrete memory’
zﬁrmmmmmmumtuum&wmm&mm“dm
mw&uﬁm&dmﬁwnmﬁ;wﬁhﬂﬂ&eo&uuﬁm@mﬂﬁ;

with equivocation rate R..

lsj',,"“ _ Channel | ¥ M-%ﬂl

Figure 1. memmmwm&dmmmmm

The E-capacity is an important concept in information theory [6). The E-capacity (rate-
reliability function) for a discrete memoryless channel (DMC) was introduced by E. Haroutu-
nian in 1967 [3]. It presents dependence between rate R and reliability £ (error probability
exponent) of optimal codes. The function denoted by R(E) (and also C(E)) 8], [4] is
inverse to the Shannon's reliability function E(R). Furthermore, the concept of £-capacity
can be considered as a generalization of the Shannon's channel capacity. When E goes to
zero, the function C(E) tends to the channel capacity C, and when E goes to infinity, the
C(E) goes to zero-error capacity Co.

Csiszdr and Kérner found the capacity region of the BCC [1]. Liu et all proposed the
capacity region of the BCC with two confidential messages [9]. Xu, Cao and Chen investi-
gated an inner bound on the capacity region of the BCC with one common message and two
confidential messages (BC-2CM) [11]. Random coding bound and sphere packing bound for
[E-capacity of DMC are studied in [5], [6]. Random coding bound for the E-capacity region
of the broadcast channel with one common message and two private messages was found in

7l
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‘I In this paper, we investigate the BCC. We consider error probability exponents (relia-
sitties): Ey, B3, Ej, of exponentially decrease of error probability of, respectively, the first
)mdq,themnddmdumdofthedwodauﬁngm&ndthemnﬂdmﬁalm For

== (Ex, B, Es) the E-capacity region is the set of all achievable rate triples Ry, Ry, R,
“eodes with given reliabilities E,, F, E5. We construct a random coding bound for E-
ssacity region of the BCC. When error probability exponents are going to zero, the limit of
fsboundminddswiththnupaﬁb’reﬁmof&beﬂ%obhhadhy%mdl(ﬁmen
& notion of E-capacity region is used also for estimation of equivocation rate.

111t should be noted, that the consideration of the E-capacity upper bound of secrecy
tdkeage, which is the rate of available information of unintended receiver with respect to the
“wate message, is a non-standard approach to lower bound construction of equivocation
¢ in the BCC.

" Result Formulation. Consider RVs X, ¥, Z and auxiliary RVs Up, U; with joint
o8

Qo PioVyx = {Q o P o Vyx(uo, w1, 7, y) = Qolu0) Q1o (s [uo) P (zhur ) Vax (v])}, (1)
W c Py o Vzix = {Q o Py o Vzx(uo, w1, 7, 2) = Qo(uo)Qujo(u1 [uo) P (z}u1 ) Vaix (212)}.  (2)
'lWedqﬂnethsfoﬂowhgfuncﬁomappurmghmmuﬂmMofE-mpadtyNﬁm:

. +
P { W|xﬂ"ﬂxﬁ"13|xﬂl.ﬂ)sﬁ |Iq'h'W"{U° AX)+ DMlx"WY]xIQz,Pl) = E‘I ?
+
e 00T o e [0 Ya1x (U A 2) + D(Vaix | Wae Qs Br) B[} ©
\R;(Q, P, By) £
+
Vrlx=D(thi?vl!:'llxIQ1-ﬁ)$3| IIQ..H,'V;-“ (Ul % Yon) 7 D(V}’[xHWYL\'[Qh P‘) > E‘l' ! (4)
\R(Q, P, Ey, B3) &
+
Yo Do T 01, ) <51 I"‘-‘J‘*-"m (U1 AY1Uo) + D(VaixlWyix|Qu, Pr) - Exl =

quﬂ(?ﬂxﬁ'l:xﬂlﬂ’ﬂ Iq'ﬂ'vm (Us A Z10). )
. us consider the following bounds of rates Ry, R;, R,:

OS R€I+R1 < m(QIPIQEhEJ)"'m(Q!Ph El)! (5)
0 < Ro < R4(Q, Py, Br, B), ™
OSR-.‘SR:(Q‘H.Et.Es)- RISRI‘ (8)

‘e result of the paper is formulated in the following
"THEOREM 1. For E; >0, E; >0, B3 >0, the region

n-(méquji{(m. Ry, R,): (6 —8) take place for Up— Uy — X — (Y, 2)}  (9)

an inner bound for E-capacity region C(E) of the BCC:
R*(E) € C(E) < T(E).
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