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Abstract

Two-stage testing of multiple hypothesesfor & model with two given families of
hypothetical probability distributions is considered. The matrix of reliabilities of log-
arithmically asymptotically optimal hypotheses testing by a pair of stages is studied
and compared with the case of similar one-stage testing.

Keywords Logarithmically asymptotically optimal (LAO) test, multiple hypothe-
ses testing, multistage tests, reliabilities matrix, error probability exponent.

Introduction

this paper the problems of hypotheses logarithmically asymptotically optimal (LAO) test-
g for a model consisting of two families of hypothetical distributions are studied. Hoeffding
paper [9] and later Csiszér and Longo [4], Tusnady [f0] and others studied asymptotically
timal tests for two hypotheses. In paper [5] the problem of LAO testing of multiple sta-
itical hypotheses is solved. In paper [1] Ahlswede and Haroutunian, in [6] and in [7] some
oblems on multiple hypotheses testing and identification for many objects are formulated.

[8] multiple hypotheses LAO testing for many independent objects is investigated.

We examine multiple hypothesis LAO two-stage testing for an object characterized by a
ir of disjoint families of PDs. Two-stage additive tests become popular in applications,
pecially in the field of clinical trials, to achieve minimal economic expenditure.

Random variable (RV) X characterizing the studied object takes values in the finite set

and P(X) is the space of all distributions on X. Suppose S hypothetical probability
stributions (PDs) of X are given, but they are divided into two disjoint families. The first
mily includes R hypotheses Py, P, ..., Pr and the second one includes S — R hypotheses
t+1) Pria; - Pg.  The considered object is characterized by RV X following to one of
ese S hypotheses. The statistician is trying to make a reliable decision about the correct
stribution using the ssmple x = (x;,...,zx) of results of N independent observations of
e RV X.
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the element r € X' in the vector x €

Let N(z|x) be the number of repetitions of
e Q.Q{Q;(xhﬂh,flﬁ. :ex}.

is the PD. called in statistics the e!;!yr]nml probability distribution of the sample x, and _,_,-..
jon theory - fx [2, 3. :

- mgbethemm:f‘:ﬁe;dbletrpuofmpla&omx-‘;ndmfgbethem.

I‘mmtp.xoftthQEP”. The entropy of RV X with PD Q and the divergence

:;qunm-wbmamm) of PDs P and Q, are defined [2, 3, 5] as follows:

Ho(X) 2 - X Q=) 10gQ(),
==X
a Q=)
DQIP)= ’);xQ(rHosP(I). |
remind the following useful properties of types [2. 3. l'i
P¥ < (¥ + D™, )
(N + 1)L exp{NH(X)} < |7g| S exp{NHa(X)},

PN(x) = exp{—N(Ho(X) +D(QIIP))}, for x € 3.

Onmebmdh'obaenwomwedmwthetmmm:by@",itwh,m
bythepaitoftutsﬁ\' andn;é"fortwnconmﬁvem“:uwﬁu@"={wfl#). H
first stage for selection of & family of PDs is a non-randomized test @Y (x) based on the
sample x. The next stage is for making a decision in the determined family of PDs, it isg
uon-mndumizedmtgf‘{x}basedngainonthesameumplexmdonthamﬂto[m .

Let us

'p{"ln Section 2, we consider the first stage of test for selecting one family of PDs nntl-_
SectionSwmnsmmthueoondstageofmotuthrmpﬁngompn.lnsecumt \
compare reliabilities for the one-stage and the two-stage LAO hypotheses testing. _

9, First Stage Test of Two Stages i

Let us consider two sets of indices D; = {T, R} and D = {R+1,5}, then the pair of '

families of PDs P, and P, is:

Py = {P., s €Dy}, Py = (P, s € D). .'I.

Theﬁratut.ngeufdecidonmklngenmiutalnusiusthenmplexfortheaeluctionuf 0

family of two of PDs by a test ¢ (x), which can be defined by the division of the sampl

space A on the pair of disjoint subsets 1
AV 8 [x: N (x) =i}, i=1,2

The set A consists of all vectors x for which i-th family 7; of PDs is adopted.
The test ]’ (x) can have two kinds of errors for the pair of hypotheses P}, i = 1,2.
c{,"(p{") be the probability of the erroneous acceptance of the second family P, provide
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Jonnt the first family Py hmn(thlththemPDilintheﬁrsthmﬂy}mddm(ﬁ")
'} te the probability of the erroneous acceptance of P; provided that the second family P, is
sieue. We define

oanel') £ i (ol') & max PN(AY), @
(i) £ dh(ef') & max PY(AY). @)

Ve have to consider reliabilities of the sequence of tests (;:
Eiyp) & imeup { ~ L log ol (o)}, 4,5=1,2 @®

s7he reliability matrix for the first stage of the test is the following
= | Bn Ep
E(py) [,}1; =]

»und it follows from (1)~(3) that there are only two different elements in it, namely

ﬂu = Em- E{p = E;p

he test 1 is considered to be LAO if for the given value of E}y, it provides the largest value
o Eyp.
For the given Eyj; we can define LAO test @i¥ by division of X into two disjoint subsets

A" = U T A =N\AT
Qu: min D(QulIP)<E,

WNe obtain the dependence Ef,'f,{b'{fl) applying the properties of types for the estimation of
maror probabilities. We estimate o}, (i0i") as follows:

“;|1(’P;N} - _ﬁﬂ”(&“)
max P U 73)

thnﬂwgl D(Q=/IA)>Ey,

N +1)¥ PN (72!
< 2y (N1 Qx i DA (72
N+1)¥ ~ND(Qx||P,
< max (N+1) o»:,,,‘,,s'c‘é‘inmu:;,“’{ (@«lIP.)}

Il

exp { ~ N{ mig. g 1 g, DR - on(1)]}

exp {~N{Ejj — on(1)}}.
We can estimate another error probability similarly:

IA

aplei”) = max PY(AY)



L sup PN (1)
< 5!‘%(4\ +1) q‘:u-a% D{O-llﬂ)ss{h (

5ol exp {—ND(Qxl|R)}
< ,E;"E N+ 1 Qg:t“*"' ;gllms‘ih 1

D P,) — o s "
= exp{-Nl $$=.r."¢, Dil:gm ot (QxlIR) —ox(1)]} @

Now let us obtain the inverse imequality:

i) = m P () ) |
-z U
- Qi pin DIG=IIR)SE,
P‘N TN
2 B, m::]qgwss:;, ( @)

-zl _ND x P.
max (V+1) q.:lﬂxlmlss’ﬁ.M{ (e

D(QIR) +on(V)]}. (8

—_ i mf
= exp{ - Nl mip, Qu oin DQ=IRSER,

According to the deinition of the reliability Eaj; from (4) and (5) we conclude that '

BB = 538, o, myssty ®

Theorem 1. If all distributions P,, s =13, are different and Eyjy is such a positive numben
that the following inequality holds i

Ejjy < min min D(R|IR),

then there exists a LAO sequence ormuvqmwmwwféaw:mum
and is defined in (6).

Corollary 1. If R =1, S = 2 we have hypotheses P, and P, then we need only one

test and Theorem 1 in this case is equivalent to Hoeffding's Theorem (0], where for

stage

Ejjy < D(Pa|Ay), DG
- - = inf I
E(Exh) QDImSE], (Q|P2) ‘
From Theorem 1 the solution of the problem of LAO identification for the model with
one family of S hypotheses can also be obtained. |
The LAO statistical identification, which was considered in [1], [7], [9], gives the
to the question: whether r-th PD occurred, or not. There are two error probabilities fo
each 7 Qigrjgmrs 7,8 = 1,0, is the error probability that F, is correct but it is
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“nd Gierieyr I5 the error probability that P, is selected but it is not correct. The reliability

rwmmmmmmaomdmofmmwm
sgpon the given reliability Eifper.

Corollary 2. When we consider the sets Dy = {P,}, r = 1,5, and Dy={F :5#

= ,:'1:9},Tﬁmfgituﬂlemukof{lj,M:‘uforEw,.,acﬂD(ﬂllP,.},mhau

+ solution of the problem of LAO identification: 5

Eteriopr (Bigriyer) min Q-.n(mh)]fs D(QIIR,).

. Second Stage Test of Two Stages

ﬂgﬂumlect!ngafamﬂyofpl)s&umthem,ithnmrybodmcthDinthhfnmib'.
Hl.haﬁrst[nmllyofPDaiamcq:ted,thmwemnddqthetutﬁ(x)whichmbedeﬂmd
vy the division of the sample space A} to R disjoint subsets

BY 2 {x: ¢l (x) =3}, s€D,.

rmd,'l_(cp?' be the probability of the erroneous acceptance at the second stage of the test,
a which PD F, is accepted when P, is true:

o, (&) £ PV (BY), 1eDy, s=T3.
i*he probability to reject FP,, when it is true, is

R
o, (#f) £ PY (BY) =2 ou(d)+ P, e )
vorresponding reliabilities for the second stage of the test, are defined as
B (p2) & msup {~ 5 logaf, ()}, €Dy, a=T3. - ®)
iising properties of types, we obtain the following equalities:
_1 1) o i a
Jim {~5 1o P (AN} o, Ao, DO 2 B ©)

From (7)-(9) it follows that

E}j(ip2) = min [min E¥, (p2), B |, s €D

If at the first stage the first family of PDs is accepted, the reliability matrix for the second
sage of the test E”(¢p,) is the following:

Bl i

Be)=| S0 Bn - B
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hmmmnmmwwwa‘mm e
Theorem 2: memmofmmﬁruw:dmmm_ Sran'c
given positive 3 4 fnite values Eyn, B En-iin-t of the matriz E"(y), leti

‘R‘.'={Q=D(0!IP.)££:.}.

wdD@I P) > Eae +=TF=T},
reliability matriz B*(¢3) of the LAO

s=LRE-1,

rz={e: iz D(QIIA) < Bii
and the following vales of elements of the futire
T gy =Ej, e=TR-1L
lE‘Dl.J"T-s- I #s.

5;=&nfg_DlQﬂE).

Eﬁﬁ‘mlﬁ'ﬂ‘s”' Eg‘-“]'

When the following compatibility conditions are valid
Efy < min{min DP, | P), Ezn),

nt
o

E, < minlmin Fi, min, DA I P): Ej), 2<ssR-1, i
the elements of reliability matriz E'(¢3)
{E{,‘}ofﬂnm\mdqﬁudcm are posi Tt uf,

thmlhmeﬁsﬂublﬂmmofmﬁ.

When even one of the compatibility conditions is violated, then at least
the matriz E(¢3) is equal to 0. _

If the second mmapmumm,mmmﬁ(x)hadimmmw
m@'ws-ﬂdmm.umsf.sev,.mhm _ )

BY & (x: ¢ (x) =2}, s€Dy

Let of, (¢ betheprobahllityohhemmusamptanwntthcmudltaguofthe*
in which PD P, is accepted when P, is true. So ¢

of, (W) 2 PN (BY), 1€Dy, s=T1.5.
Theprobablﬁwmmjmt}’.‘whanithtruo.h
s
o (¢) 2 B (BY) = 3 ol (o) + PuAD), €D )
Cwmpmdlng:dinhﬂiﬂuforthemduhsaohhntut.mdeﬁmdu '

Ef(e2) & lim sup {—% log af, (wé‘)} , leDy, s=T5. (_f)

—
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 Anislging properties of types, we obtain the following equalities:

1

~LioeP¥a) =
Jim (- los P AN} g Ay, PQUP) & (12)

“1 " From (10)-(12) it follows that

El(ip) = min [pin 7, (1), BL), s €.
| 40 'f at the first stage, the second family of PDs is accepted, the reliabili matrix
s tage of the test E”(ip,) is the following: 4 fox the second

- E.E-l-lﬂ Ewm[l i ‘Eg'll -
Ritp  ERiap

2
E} Ehan ... ET

E" o R+1|R “RHllR  ++-
(2) Epupss Biuapir -+ Efpy
E'ﬂ'l'll-m'! R+2R42 *c¢ E'm

| ERis  Bhugs ... Efg |

“iiTheorem 8: If in the first stage of test, the second family of PDs is accepted, then for the

1 ;'Ti‘.m Pm mm values .E*R_Humn .E'msm._" ---,Em of the ﬂwty mairiz E”
3 4ulet us consider the regions («2a),

R:={Q:DQIP)<ES}, s=FF1,5=7,

Ri= {Q: '%D(él|ﬁ)>ﬂfx and D (Q || B,) > Ej),, ,=m}‘

“stsand the following values of elements of the future reliability matriz E” (3) of the LAO tests
1 gequence:

E:|:=E:l,. J=H+1,3—I,
Er=qma{:,D(Q||R)- tED]r‘=rSJAa

| Bfjs =min | min, Eff, Ef|.
'} When the following compatibility conditions are valid

Epsips < mml_%zl)(ﬂ Il ), Efwﬂ:

By, < n:dn[m_1 QE‘,“:.}BI%D{H | ), E{|,], R+2<s<S5-1,
w5\ithen there exists a LAO sequence of tests 3, the elements of reliability matriz E"(p5) =
e },{B{',i} of which are defined above and are positive.

even one of the compatibility conditions is violated, then at least one element of
304 the matriz E(p3) is equal to 0.

The proofs of Theorems 2 and 3 are similar to the proof of Theorem 1 from [5], where
44 the method of types was used for the proof.
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of]‘wo-stase’lhstmdlw()omparimntotheom-smge

Mmmmi

‘e define two-stage test by &. From the resuits of the first
rb::intha;ml cliabilities £5,(®), Ls = T.5. Corresponding error probabilities are aff
1.5 izmm:mmwmshmwwwedmwm:_ If { and}
t::;nc;nicmeutDi.i=ﬂ-“d°n°th“!mmmth¢ﬁmm.bunhemﬂ
xnmsﬁc.a;ﬁ'-,mnisa.‘:.=l’."(ﬂu")=aa.-wmtud_smmm.#
? that our wrong decision comes from the fire

z i, '_'.—_I,_f.“uﬂw 5 :
ten.l:EP;-:hi’in'tﬂ,mmmumphxbdmw.ﬂ”.nndiatlwmndw

. sPN ) = afj,-
ieﬁ” Cf mfsh:n;:t mdlﬂseﬂldzﬁnit'm‘: of the reliability we formulate the following
ccording & If all distributions P, s =T1.3, are different end positive numbers .E;Tl an
E"'_"’Irl = r_lumﬁmmmmmdiﬁomofml. 2and!
then

4. Reliabilities

Ej(®) = Ej, Ls=T5.

to memﬁabiﬁﬁufortmmnhodl:dtheommls]m

o i wﬂlgivathemdiagondelmnmuE,hnE:
J-I.E—Iof:hemﬁabﬂitymm:uofmwmdmcm

Fcrthnon&utasﬂtutthedemmhofmhwlnmnr.r=1.3—1mﬁ.mctimaol‘
dia;nnalelemmtorthasnmeoolnmn. For the two-stage test the element of columns
r=muﬁ+1.3—fmdwﬁmcﬁmofdimnalelmuofthumondm
oolummuremu.thnmluumthenﬂﬁorhothmth&tiﬂhﬂdmhofthemhm
r=1.R—IUF+i.S—Idmwﬂmmequnl. i

ThedemaunofthaoolumnkfortheMbutwobtainbythmfonmﬂw
Eg=_inf D@IP),

QeRyY

where R% = {Q : guip DIQIIR) < Eyj and D(Q | R) > By, o =TR=T }.

The elements of the column S for the one stage test are the following:
Ei = jaf DI P.), where Ra = {Q: D (@l Pa) < Ema}:

When we consider that E,, = EJj,, s = .9 — 1 then we have two cases.

1 IfRﬂg‘Rnor‘Rgmnnisuonelmenumcht.hntmD{QHH]:- Ejjy, then
Eqi 2 Egy,.

2. If RE 2 Rpg, then Eg; < Ej,

For the elements of the column S we also have similar cases.

So, the elements of R-th and S-th columns of the two-stage reliabilities matrix can |
smaller or greater than the corresponding elements of the one-stage matrix.

The procedure of testing for the two-stage test can be shorter when the first family
distributions is accepted at the first stage. When in the first stage the second family
accepted, then the procedures of the two-stage test and of the one-stage test are of an equ:
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5. Conclusion

We have shown that the number of the preliminarily given elements of the reliabilities matrix
mtwandaMpMWuldbethembunhsmwdumntulnﬂaﬂmﬂwthe
first one would be shorter. Somdm:ofthgrdhﬁhﬁumﬂrkdmmmmtm
hmmmmmdmd&emm So the customer has a
possibility to use the method which is preferable.

In the next work we have an intention to consider the two-stage LAO test by the
pair of samples x = (x1,%) € AN, x; = (z,2;,,...,2,), % € XM, x =
(’.M-ill’h’ad-!l-“lxﬂ)r X € xﬂ.' N= N1 +N3, XN = M o X, The first stage of
decision making consists in using sample x; for selection of a family of PDs and after se-
Iecuns.ﬁmﬂyofPDn,itinnmrybOdMGnePDinﬂﬂa&mﬂybynlingthenmpls
X3.
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b. Jwpnipymbw

O ABYX-3TallHOM AorapHGMEIECKH aCHMITOTHIECKH
ATHEMAABHOM TECTHDOBAHME MHOTHX rEIoTes

O
OTHOCHTEABHO pacnpeAeuenni M3 ABYX CeMeHCTB
E. ApyrionsH, [1. AROnsH X @. XopMO3H HexXap
AHHOTAIESA
PaccMOTPEHO TECTHPOBaHHE MOAGAH cocTosmell H3 ABYX ceMefiCTB BOSMOXHE
pncnpwem BepoSTHOCTeH. MarpHna HAAEXKHOCTel AOTOPH(MHISCKH aCHMITTY

THYecKH ONTHMAALHOTO TECTHPOBAHHS B ABA Tana M3yYeHA H CPABHEHA CO CAyuae
AHAAOTHYHOIO OAHO3ITAMHOIO TeCTHPOBAHHA. i



