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Abstract:

Interactive Multimedia Publications are of high importance in many application
dreas including education, training and entertainment. It explains the high demand in
web services providing the effective tools of authoring and interacting with this kind
of publications. This paper is aimed to present the Interactive Multimedia
Publication System, which can be used for building the above mentioned web
services and having capabilities significantly exceeding those of the existing ones.
The paper gives the high-level architectural view of the system’s and outlines the
communication protocol used between the client and server components of the
system.

Introduction

In recent years the landscape of the web is rapidly changing, absorbing more and more
applications.Advances in web technology allow the publishers (universities, book and magazine
publishers, etc.)to start transitioning from the printed media to online interactive multimedia
publications gaining thus in publishing time, expressiveness of the final publication and overall
cost reduction.To simplify the adoption of the modem publication methods by the readers and
authors there is a need in having enhanced interactive multimedia publication web
servicessupporting the traditional paper format and tightly cooperating with the Print on Demand
services, supporting wide range of user devices including smartphones and tablets and providing
effective authoring tools for embedding the rich media and interactivity elements into
publication. The existing ‘commercial services cover just some part of the above listed
requirements and research works focus mainly on specific areas related to reuse of the
multimedia resources [1], scheduling multimedia' synchronization [2,3] and building the
multimedia document models and frameworks [4,5].

This paper is aimed to proposea complete solution meeting the above mentioned
requirements - the Interactive Multimedia Publication System (IMPS) to be used for building the
advanced interactive multimedia publication web services with capabilities significantly’
exceeding those of the existing ones.An essential part of IMPS is the Extensible Interactive
Multimedia Transfer Protocol (XIMTP) specially developed for communication between the
IMPS clients and server.The need for developing a new protocol versus to using an existing one
has emerged by the necessity of having a communication protocol behaving well in high-traffic
client-server systems (web services) with low performance devices (like smartphones and
tablets) located at the client side.
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i imedi tion System Architecture Overview

2. Interactive Mn:ntf‘?;:dx;:;s’ugil:: Bon Systom A o) oo

The system cons! running on the client devices (PC, smartphone, tablet, etc.) and thejr

oo Spm the underlying platform. However, imelevant to what platform is in use,

interiors may vary W ilar layered architecture (see Figure 1) where each layer is responsible for o
ific task. Many client components may run at the same time on dlﬂ'en:ut client de -

m with the same server and the same interactive multimedia publication (IMP).

ﬂv Analytics Layer m? Y e

'PWW-\'L

Figure 1

The Visualization layer is responsible for displaying the publication on the client device. It
gets the skeleton of the whole IMP (containing the information about its size, title, description,
number of pages, etc.) from the Document layer and then loads up ll_:e structure and de;m
clements (content) of the page which should be displayed first. After that it smisp{c-bufrmng the
other IMP clements at the quality end resolution relevant to the Intenet bandwidth and screen
resolution.The sequence in which these clements will be pre-buffered s determined by the
Analytics layer, based on the user behavior analysis described in more details in [6]. .

The Analytics layer registers the user actions and provides information to Visualization
layer (as mentioned above) and IMPS server. The list of the user behavior parameters tracked by
this layer includes but not restricted to, mouse clicks on corresponding IMP objects, average
page view time, readers geo-locations, unique views, browsers used, ete. The information
received by the server is utilized for the user behavior analysis and further system optimization
as well as for building reports for the interested parties (authors, publishers, service providers,
etc.).

The Document layer retrieves the publication information from thg server on request from
Visualization layer. Based on the hardware and software parameters of the user device, it builds
and returns to Visualization layer the document with the required settings. For example, if the
end user views the publication on a tablet device thenthe Document layer will build the
document with predefined templates designed for such device,
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The underlying Data layer includes the standard protocol stacks used for transporting the
umessages and other data between the client and server and their description is out of scope of this
W}L}glmlsoéolum“pmﬁdd usually by the client device basic software and are not

of the :
wmmnm@mmmmmmmMmmmnedhdmm(n
Hithe hosted service provider). Similar to IMPS Client it has a layered architecture with the client’s
/#Analytics and Document layer counterparts in it. The main feature of the server component is to
wprovide the client with IMP related data necessary for visualizing the IMP on the client device.
[ This feature is supported by the server’s Document Layer communicating with its counterpart on
ithe client machine via XIMTP (Extensible Interactive Multimedia Transfer Protocol) protocol
lidiscussed below.

Some part of the IMP data is stored in IMPSS database, It is mainly the publication metadata
hdescribing the IMPformat as well as the basic content elements like texts, geometric shapes and
qpossibly the images. The other part is the data which is external to IMPSS like, for example,
¢ YouTube video or video streamed from IP cameras. In case the client retrieves the external data,
lithe server resolves the external address (URL) and refers the client to that address. From that
ypoint the client component connects directly to that external address via protocol specified in
JURL. The example on Figure 1 shows that the client component is connected directly to the
» stireaming server via RTSP [7] protocol.

The IMP clements are stored in the database with some redundancy. The same element
1miyllhestor=dinmmydiﬂ'a=§nfomm;fa'mple,tl:eimugeunbenowdinlow.medhnn
yand high resolutions. Depending on the type of the client device and available Internet
| bandwidth, the server makes decision on the image type to be sent on the client’s request. For
, example, if the client is accessing the server from a smartphone with a low resolution screen or
| the internet bandwidth is shared then the server will send the low resolution image otherwise, it
. may opt for a high resolution image. In case the stored dataformat is not supported on the client
| device, the Document Layer may ask the Transcoder to change the data format to one of the
| on the client device. For example, if the client device supports the video in FLV [8]
| format only then all video files will be converted to that format on the server before sending to
client.

' 3, Extensible Interactive Multimedia Transfer Protocol
' The Extensible Interactive Multimedia Transfer Protocol (XIMTP) is used in IMPS for
. communication between the clients and server. XIMTP is a stateful, application level protocol
. based on XML for its message format and using HTTP as a transport.

The XIMTP messages consist of the three main sections: Header, Request and Response.

Any of those sections can be empty, but not omitted. The skeleton of an XIMTP message is
- presented in Example 1.

“<envelope>

<hcader>HEADER DATA</header>

<request >REQUEST DATA</request>

<rosponse>RESPONSE DATA</response>

“lenvelope>

Example 1.

The Headerincludes the protocol metadata like user identification string (GUID), protocol
version,version compliance information, etc. The content of this section is used for the initial
handshake, session establishment between the client and server and further session support.
GUID is the main element of the Header that allows the client and server to bind the messages in
one session. Even though the session support adds complexity to software at both the client and
server ends (compared to stateless protocols used for building the web services [9]), it brings
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ionificant data traffic the client and server mul;(mg inbfuq-
Sagpo =ity i 2 below presenis an client m
times i ity -ement. Example : IMTP clic :
mqng;nl‘:: :cw;:i‘;t:}iu;:q‘sp:& page from the server.Due o session tupp:cﬂ there is no need iy
passing the publication identity or page number as that information can be extracted from the
user session information which is identified by GUID. |
<emvaiope™
<heder™
MWWMW
header™
<regues™
<geiNextPage><igeNextPagE™
<reques™
W"
<emvelope>

Example 2. B i .

omgmu;fmn&mmdwumwhdmdnmdtmhmmmamm

client side message in Example 3 requests forthe page number 4 of publication with identity

number 105.

Example 3.

The Request section may contain multiple method invocation requests. They are executed in.
lhcordu‘ﬂ:eymtimdinthemmgc.Theexm:ﬁonmsullsmrdmedm the Response
section described below.The Request section can be filled in not only by the client but also by
server. In the latter case the methods are invoked on the clicntside. However,the use of the client-
server approach sets a limitation on the server side requests:a) the server can send its request
only in XIMTP response message [0 client:b) the set of methods that can be invoked by the
server are limited to a few methods controlling the media objects on client device (like start and
stop the video, etc.). The basic set of methods allowed for invocation on the client side includes
the methods that allow the client to request the user authentication from the server, get
publicationgeneral data, its pages,embedded objects, etc.

Response section is intended for returning the output of the RMI execution, which includes
the status return value as well as an XIMTP described IMP data discussed below.

4. Interactive Multimedia PublicationFormat

When designing IMP format, the following objectives were pursued: oy
Simplicity of splittingthe IMP into parts for hosting on different servers

Abstraction of the document layout for easiness ofporting from one layout to another

mgil:ts management support, preventing the unauthorized users from reading or downloading the
= Interactivity support with ability to integrate the rich media ele i i i i
video and audio streams, animn?i’m andegu:w-inlemclion clmmr:e ey rm:udm.

L0
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IMP is rendered on the user device in the form of a regular printed document with one of two
pages opened on the screen at any time. The way how IMP is presented on the screen may vary
depending on the type of device but the underlying document format is static across all
devices.IMPhas hierarchical structure with the Document object on the top of hierarchy (see
Figure 2). This object contains information pertaining to IMP as a whole (including title, size,
etc.) as well as the Page objects,

Document

Pages

S m | -

F:gure 2

The Page object holds information about the IMP page as a whole (like page number,
background image, pre-indexed texts for fast searching, fonts used in it, etc.) as well as the
collection of Spot objects.

Spot is mn editable section of the page containing the actual design clements, which can be based
on a pre-designed template.It is also in charge of the user access control and dynamic data
synchronization (like video and audio).

Design Element holds information about the object data, its placement, dimensions and
transformations. There are two types of design elements: passive and active. The examples of
pnsiveobjeusmnlﬁcmmtlikeline, oval, rectangle, etc.), images, etc. The set of the
active objectsincludes video, audio, animations,effects, etc.Example 4 presents an on-demand
v;deoob}ec(,whlchhuasolldbllckbmﬂumdnadsthewdmﬁomthcﬁle.

¢MI‘.‘H’

<mamermy
<version:> | <Hvorsion>

1325,132.5,-132.5,-132 5,132.5,-132.5,132 5,132 3</points>
<iransform>1,1,0.0,153 5,187 S<Aransform>

<frame>

<thickness>2<hhickncss>
<lineStyle>solid</lineStyle>

<color-black</color>

<flrame>

<opacily> | </opacity>

<source>

<stream>

<typerondemand<Aype>
<url>fileadddBdc TR T64cc034 064 bb2eod bl b Sch<furl>
<fsircam>

“luource>
<lviden>

Example 4.
The next example (Example 5) specifies the animation object moving the image along the path
during a given time frame.
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azeman e
<obyseT>

<poets=0.0, 100.0,100. 100.0, 100 pounis>

crameform> 1. 1.0.0.100, 100<transform> i
‘MW
<nage™

: i ion elements (like animation of many images at the

— 'W'Iy:)r.l ;:n %&ggwwpﬂmm as a constructor of the complex object LT
ﬁdu&d into a group are synchronized by default unless mem:qhmm
rules for the group of objects are defined. Versus o ."mm.wf“"_ms the
sdned:ﬂingalgnrizhms(formple.pmpoudm[m]}.\ﬂuchmmtpmcu or using in web
ﬂ?&;jﬁﬁuﬁwﬁmmeanmuquubemsdeﬁuedmm
mcpubliuﬁon.TMohjmbhmiﬁdmwhpm&PSdlegtopemqumeobm
isloclledObjcﬂmymmmthemme_lﬂlefmwﬂlly.MGmfncu_mcﬁme:“
upongetﬁn;lspdﬁcsipal&mmdhuobjmmmemm?-ﬁﬂobjmswdudedm‘
gm:«a;l"cmit"signnlsc\reryn':me\nlrlxel',lm:wingmane\nrsme.Al'rl\r'm.ga_u.theﬁu:mlm,f,em,mhjml
ei:bernysinmummmmewmdmmgmmkw‘ﬂwmmdsm. To illustrate
l.heid!aor:hepmposedm:hruniwionmthodonmple.letu.uumethatwemme

lowing objects in the group: :
fol a -m::{“mnﬁﬂimimﬂm&mﬂﬁndmﬂnﬂmh_bmnmpn?sedbyn.,m

= Vidawbjeu\fwiﬂlduiaﬁtislmv.,mv]mewhewmthemnddleoruum“m

of video
o mgﬁuiggymmywmnﬂmmini:wmanmwmm_

S mmttumnlhevideothmb:monBisprmed.swpitinthemiddleaudphy
mm;mmdmmmﬁanwhmAﬁnishes.wehnvewdeﬁnelhcfollowiugnduﬁx
this of obj

ﬂ&nmoﬂm from V, to V; when signal S(B,) arrives, where S(B,) is the signal emitted by
button B when it is pressed. ¢

o SmmvinsAl’mmA.tnA.whensigmlS(Vﬂu'rivu;mreS(V.)mmcsigmmiwwv
when it gets to state V, in the middle of video.

. SmmovingVfromV.wV,wtmsipalS(A.)arrim;mnS(A.)istmsiwmiuudbyA
when it finishes.
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Cucrema HuTepaktueHbix MymbTamemuiinex IMy6mmuxkauyn
LA co3gaHuA Beb-cmyxb

P. Bapnansn
AHHOTALHA

Hurepaxrusisie MynsTumenniinsie [lyGnukauus HrpaioT BaXHYIO PONs BO MHOMMX cdepax,
sinoas cepsl o6pasosanns, obyuenns 1 pasaneyenus. 3tum obocHosan Gomsiuol cpoc Ha
pe6-CepBHCH,  NPCAOCTABNAIOMMNE  JPPEKTHBHBIC HMHCTPYMEHTEl JUIA CO3JBHHA W
maumonelicteua ¢ nyGnukaumamu  aawHoro Tuna. lLlensio gaHEOfi  craTsM  sRnserca
npencrasnenne Cucremst OmyGnuxopanna Hurepakrusioll MyneTuMenua, KoTopas MoOXer
GuITh MCNONLIOBAHA JUIS CO3AHHA BHILEYNOMSHYTHIX BeG-CEPBHCOB M HMETH BO3MOXHOCTH
HAMHOIO MpPEBOCXOAMAIIHE BOIMOXKHOCTH HBIHE CYIIECTBYIOMMX CHCTeM. JlaHHas CTartes
Npe/UIAracT APXHTEKTYPHbI BHA CHCTEMbI M ONMCHIBAET NPOTOKON HCIIONL3yeMBId ans
KOMMYHHKALHH MEK/TY KIHEHTCKMMH H CEPBEPHBIMH YACTAMH CHCTEMBI.



