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Abstract

novel technique for quality assessment of image resizing
algorithms is The technique is based un_oomea.llivc application of a
resizing algorithm with different resizing m?f!imequ so that the size of the
lastimngecoincikwiththesinoft_hconsmﬂmse.:rhch.{m square
deviation mmmelmmdtheoﬁgnﬂimgcchumenmmqmmy of
applied resizing algorithm, which can be called the .“bwklnh" of that
algorithm. Numerical results of experiments are given to show the
cffectiveness of proposed technique.

1. Introduction

In this paper, a

Image resizing algorithm is a method for transformation of an image of a cerain size to another
of an arbitrary size by keeping the quality of notable regions of the original image. Creating an
effective resizing method is one of the most difficult problems because the diversity of image
types, application areas and quality requirements are too large. ~

There is a huge number of scientific publications devoted to resizing methods [1] and the
quality assessment of the resized image [2]. There were aJ.sc_a created many software systems for
image processing which includes procedures for image resizing.

~Any technique of quality assessment of algorithm resizing is based on the comparing of the
resized and original image. However, it is well known that formal methods of images comparing
based on the mean square criterion or the peak signal to noise ratio (PSNR) are not applicable to
images with different sizes [3-5]. Therefore the quality assessment of resized image is mostly
realized by using the visual analysis and estimation.

A new approach 1o this problem is proposed in [6]. The quality measure proposed in that
paper is based on using statistical properties and structural features for comparing images of
different sizes and/or of mutual orientation. Thus it becomes possible to estimate the quality of
numerous existing and anew designed resizing algorithms and software systems as well.

In [7] the results of comparison of some well known algorithms of image resizing based on
different interpolation techniques were considered. The quality measure proposed in [6] is quite
applicable for investigation of different resizing algorithms.

In this paper, a novel method for quality assessment of resizing algorithm is proposed.
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2. “Backlash” Estimation Algorithm

The “backlash” estimating algorithm is based on multiple and subsequent increasing or
decreasing an image using different resizing coefficients. To provide the possibility of
comparison of resized image with the original the resizing procedure is performed in order that
d:esiz:eofdlellsl_nr!asewmﬂde“riﬂ:!besmoflhemig'nﬂ image. In this case the mean

“mmmmhw_f?rmapqwhymm It is clear that the distortion
of resized image depends on used resizing procedure. Therefore the distortion measure is called
“backlash” of resizing ;l’:mmw

It can be noticed that in general case due to the multiple resizing, the last image can be of
another size, so the mentioned criterion are not applicable. In this case the quality measure

in [6] can be used.

Let’s describe briefly the quality assessment measure proposed in [6]. The related algorithm
consists of the following steps:

Step 1. Calculate the gradient magnitudes M, (m,n)], j=1,2 for considered images:

Step 2. Assume that the gradient magnitudes IM ;(m, n‘ are two-dimensional independent
random variables with Weibull distributions F,(x;n,,0,) and F,(xn,,0,). The parameters
T4, Oys Nz.07 ATE estimated by gradient magnitude samples;

Step 3. Calculate the proximity of the images by formula

1 min(n,,n,)min(c,,c,)
max(“'llﬂ!)max(uhazj :

The analogous algorithm was successfully applied in [8] to estimate the “backlash™ of image
rotation algorithms and software systems,

0<W?<1, 1)

3. Results of Numerical Experiments

A series of numerical experiments on image resizing was performed. The resizing of cach image
is performed twice; firstly the image is decreased at resizing coefficient B, then the image is
increased at coefficient 1/B. Thus we can calculate the proximity measure, which characterizes
the “backlash” of used resizing algorithm,

In this paper, two questions are answered: how much is distorted an image at one-fold
resizing and how much at two-fold resizing?

The experiments are performed over the standard images of sizes 512x512 Cameraman,
House, Lenna, Peppers and Blonde Woman.

The resizing is performed by use of the software system Photo Zoom Pro 4 [9], in which 12
well known and most distributed interpolation methods are realized. In this series of experiments
the following methods were chosen: S-Spline_Max, Bilinear, Bicubic, Nearest Neighbor u
Lanczos. The decreasing coefficient B was varied in the interval of [0.3; 0.9] with a little step.
The increasing coefficient was equal to 1/B. The derived and the original images were compared
using PSNR and measure (1). :

As an example, the result of experiment with the image Blonde Woman is shown in Figure
1. We can with difficulty detect the distortions of two-fold resized image of Figure Ic by visual
analysis but PSNR=25.7 dB, which indicates significant distortions in that image. However, as it
is shown below W' =0.89, which means that the structure of the image is not changed
significantly in result of resizing. This example shows the capability of proposed *“backlash™
method for assessment of quality of resizing algorithms and software systems.



£ Blonde Woman image by use of Bilinear algorithm at §=03;

Figure 1. Two-fold resizing 0 B;c- increased image (b) at coefficient 1/ p.
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Figure 2. Dependence of PSNR between two-fold resized and o-risina] images
at resizing coefficient B, and different resizing algorithms.

The dependence of proximity measure PSNR between two-fold resized and the original images
Blonde Woman on resizing coefficient B, and different resizing algorithms, are shown in Figure
2. We can note that the dependences of PSNR are significantly different for different resizing
methods. Analogous results are obtained for images specified above. ‘

The calculated values of image proximity measures PSNR and W are collected in Table,
These data characterize the “backlash™ of corresponding resizing algorithms at the least
favorable value of resizing coefficient in this series of experiments, i.c. for f=0.3.

As it can be seen from Table there are significant differences between values of PSNR for
different resizing methods. The same can be noted for values of W *_These data is also sensitive
to type of resizing image, however they allow to classify nearly identically the specified resizing
methods by quality. Notice the high enough values of W for all considered images at a Bilinear
method, This observation testifies that the structural properties of that images are preserved at
this resizing method.

Thus, the proposed approach to the quality assessment of an image resizing method based
on “backlash” estimation is a new way to improve the existing and anew designed resizing
algonthms and sofiware systems.
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Table. PSNR (dB) and W* for five images and six resizing methods, obtained
during the two-fold resizing experiments at p=0.3.

Image
Resizng Blonde
Cameraman House Lenna Peppers Woman
PSNR | w? |PSNR | W* |PSNR | w? |PSNR| w? | PSNR | w?
S-SplineMax | 29.8 |0.78| 33.7 | 091 | 30.8 |0.80| 31.0 [072] 273 (072
Bilinear 287 (0.88| 355 |092| 289 |0.90| 29.0 | 090| 257 |0.89
Bicubic 275 (070 335 |0.74| 274 |0.72| 27. 0.69 | 24.6 |0.72
Lanczos 26.1 [0.57| 31.7 |0.60| 257 |0.58| 26.1 |0.51| 232 | 056
Nearest
Neighbor 219 1065| 254 1061 | 222 |0.60] 224 [055| 209 [0.59]
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AnHoTanus

[EHHBAHMA KAMECTBA PAMIHYHBIX ANTOPHTMOB MacurrabupoBansa
W300pMKEHHA, OCHOBAHHMI HA MHOTOKPATHOM M NOCNEI0BATENLHOM MACIUTAGHPOBANMA ITHX
ANrOPHTMOB C PAVTIMHBIMH kodpQuEHTAMI  MACIDTAGHPOBAHHA  TAKHM obpasom, urobm
paIMEphl  MOTYMEHHOTO B  KOHUE W30GpWKEHHS COBNAMN C  PasMEPAMM  OpriHANL
CpeaHeKBAAPATHYECKOE  OTKNOHEHHE NONYYEHHBIX  TAKHM cnocobom  m3oGpaxenil
XSPAKTEPHIYST KAYECTBO AITOPHTMA maciTafHpoBaHia H HLILIBACTCA @HOPTOM) WITOPHTMA
[MpusencHs: Pe3yNbTATH SHHCACHHBIX IKCTICPHMEHTOB, HLTIOCTPHPYIOLIMX apekTHBROCTS

NPENOKEHHOrO NOAXOAA.
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