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Abstract:

Grid environment are challenging problems. Although significant results were
achieved in the past, there arc some problems that still exist, and need to be
completely solved. More restrictions in job will make queue management run
efficiently. One of the main parameters in the job scheduling is a waiting time.
Waiting time is the time period, that job is ready to wait until it runs.

In this article one approach to organize workload management is considered, it
gives an overall solution for problem, and may be upgraded to support non-
homogeneous systems or adding some new fetchers. The article offers two.
parametric models of queue service discipline FIFO with optimizations and
restriction on waiting time. The models will be compared and underlined within the
main usage of two models.

Keywords: Workload management, Queuing theory, Multiprocessor system, High

performance computing system, Computing Grid.

|1. Introduction

The aim of the ArmGrid [1] founded in Armenia is to build on recent advances Grid
‘technology and develop a service Grid infrastructure available to scientists. This also means
\providing robust middleware components, deployable on several platforms and operating
system, corresponding to a set of core Grid services, such as physics, geophysics, astronomy and
' bioinformatics that are utilizing grids to share, manage and process large data sets.

Workload management is one of these key Grid services. Asignificant result has been
achieved on the problem of scheduling and efficiently managing a big number of different types
‘of Grid infrastructure [2,3,4,5,6]. However the problem of Grid scheduling and resource
\management can of course not be considered as .completely solved yet since many areas. still
require attention. oS

Taking into account the previous experience from other Grid projects, such feedback and
requirements coming from the reference applications, the new queue organization mechanismis
offered and presented in the rest of this paper.
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2. Definition

] { 2 computing system which consists of K (K=1,2, ) ;
La1.3;duscussmwmulm“ygm“e“ﬂlallM.andlheresnuweMbuM,:

article R, has numerical value and shows the number of

mul :
system we will denote by R. In this show more information about M, system.
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7 i 1t job needs to runf, the number of
willbcdam‘bedhySmamum‘bug.umemn_; nee :
Ed:oo:mjobe_mdddgy time o, time that job may wait until it runs. In the rest of paper
we will define job by these tree attributes (B, 8, @).

3. Architecture of the Workload Managements System

orkload Management System (WMS) comprises a set of Grid middleware
compg::ntswmponsiblc for the distribution and management of ms.lm across Grid resources, in
such a way that applications are conveniently, efficiently and effectively gxecmc:l_
The specific kind of tasks that request computations are usually referred to “jobs™. In the WMS,
the scope of tasks needs to be broadened to take into account other kinds of resources, such as

network, memory OF processor capacity.

Functionality

The core components for WMS are “Resource Selector” and “Resource Checker” that
uses “Resource Info™ “Job Bookkeeper”; “Waiting Queue™ mt} “Running Queue" which are
Informational queues and lists. The purpose of core components s to accept and satisfy requests
for job management, expressed via Job Description Language (JDL) [7] coming from its clients.
If the computing system is busy the core components should understand that system does not
have enough free resource to handle that job and reject it. |

For a computation job there are two main types of request: submission and cancellation
(the status request is managed by the “Resource Selector” and “Job bookkeeper"). _

In particular the meaning of the submission request is to pass the responsibility of the job
from “Controller” to the “Resource Selector” which will find an appropriate sorted resource list -
in which the job will run. The “Resource Checker™ will check if that resource is free to handle
one new job, if it is so, then calculating the start and end times and add job cither in “Running
Queue” or in “Waiting Queue” making records in “Job Bookkecper”. If the selected resource
does not have any free time to run this job, then “Resource Checker” starls to check next
resource from list, until it finds appropriate resource or understand that there are no any free time
in selected resource to serve this job, then system will reject the job with error that “There is no
enough free resources”.

The job cancelation starts modification in job bookkeeper and deletes records from
“Running Queue” or “Waiting Queune”.

After completing each request the system will call an appropriate procedure to run task in |
the computing element (CE).
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Each component will be described below. All core components are independent modules
? q:duchmod:d:mybedevﬂoped for a better result.

. 4. Core Components of WMS

Below all core components of workload managements system will be described,
. independent modules and each module may be developed for better result. i

“Resource Selector”

E&d:]obmﬂhmhnit}edinwmem.muw“ﬁmmwwmmmﬂw
i mmmfornzwpb.A“ResadeWmndoptusuorlazypnﬁcyhmdu
1o schedule a job. At onc extreme, eager scheduling dictates that a job is bound to a resource as
mum’ugmd,moclhedegmphubmnmmejobhpmdmmesdmm
ﬁmmw}.ue,vuylﬂmly,umumdupintqm.mthemhamhzyuhedﬁng
Wmum:jobhhaldbymeaywmmﬁhmbmmumﬂahlqu“ﬁd:poium
moumeismudiedlgainnthgsuhmih@djobsmdunjobthnﬁuhmhpmedmdwmnm
for immediate execution. Varying degrees of cagemess (or laziness) are applicable.
mmmmldnglwdqmmi_ndiﬁqmnebﬂmthcmmuismm
scheduling implies matching a job against multiple resources, whereas lazy scheduling implies
matching a resource against multiple jobs.

“Resource Checker”

“R&mW'mMquliﬂisulmmmm
lists starting first resource if the resource has enough free time to serve the arrived Job. If the
resource that has enough time to serve arrived job is selected then “Resource Checker” sends the
selected resource to “Job Submitter” and relative time when job will run in system. If no
resource that can handle this job, then system will throw out the job with error code that there are
no free resources to run this job.

5. First Approach to WMS organization (sequential)

In this module one approach to WMS construction is offered. As it mentioned in last
module the core components are “Resource Selector” and “Resource Checker”, it means that it is
enough to construct those two components for WMS construction. The approach name is
sequential because it starts to serve each job consecutively.

“Resource Selector”

The model that is implemented in this WMS is FIFO model; it means that any job arriving
first will run first, if the system can handle it. When Job arrives the “Resource Selector” selects
the sorted by processor ascending resource list from “Resource Info” which has can handle
arrived Job (for (B,, 8, @) the result of “Resource Selector” is {My} array where YM, € (M},

0 <R, YMj, M), € (M), Fj; <j2=Rj, SR, VL1 S1<n M & (M} =R, <9).
If the (M) array is empty the system will throw out the job with error code that there is no
resource that can handle arrived job otherwise the system will start to check selected resource.
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“Resource Selector” may be developed t© support hclmt:cneom resource as well ag
different size of RAMs and network type resource and requiremen

«Resource Checker” |
“Resource Checker™ calculates the dy(t, + 0) and vy(t; + 0), where d; (¢ +0) is the list of
iobs running in M) selected resource in current £; time and vy (t; + 0) is the list of jobs waiting
me' run in M, s:lec;:cd resource in current f; time. After calculatingt; that shows relative time, at’
- i 8 SR -9, |
which(B,, 8, ©;) job may start to run in M , system (Cojeqend O S Ry — 8y (&“i
: = ‘ _ <) After “Resource Checker” starts to check,
vr, € [0.4] F @ SR 8=1 7) : s i
sulnins from :':r"i;'c system may handle (m,ﬂ;.ml)_ in B r‘elam‘.-c time (check if there i
§-3tE (‘l't'l + ﬁ),n“ﬂ"(‘oan > R.] —8). If there 1s & relative time when l)‘l?l'll may mi
Checker™ to starts calculate next T; that shows relative time, ap

handle job then “Resource 1 y ) 1
whid:(é,,a,.m;)job may be started in A, system and continues with the same algorithm until it

ﬁndsmmwimmwmdsmﬁmeijOb-
The algorithm complexity is cubic, O@®) wbue n foT each job is the mw(q +
0).d;(t; +0),K). Really.mmmSWofcycMmzhulpmhm.Foreachmmms system

and each jobthe dﬁmmdmmemﬁnggnmgndmﬁngqum‘m_mm“
embeddndinead'mfe,r.andumisnoomu-cydemalsomhm.thenthemmplcmyuwbic_

6. Second Approach to WMS organization (eager)

The second approach of WMS is similar (o eager algorithm. For each job, in “Resource
Checker”, the algorithm checks, whether the job requires more or less resources comparing with
momm:halhnwmpunh:ssysm.lfthnmwrcereqmremcnlislmthmmmmm.“
omuwmmﬁnssysmisbusysomcmkwﬂlnotbcwwdbysyswm. In any other case the
syﬂemwillnmjobimwreiscnoughmom ~

The algorithm for second approach is generally the same that is in the first approach. Only
difference is the first part of “Resource Checker”. Bellow will be described the “Resource

Checker” for second approach.

awumuammonmuwnmrm l

“Resource Checker”

For this approach “Resource Checker” at first calls “C" procedure with t;, (B, 8, ), M;

arguments. If the result of “C” procedure is true, the “Resource Checker™ will continue with the
same algorithm as in first approach. If the result is false, then “Resource Checker” will not serve

the job. The description of “C” procedure mentioned below.
9
True - 2+ 2 K1
J
C(ti. (B, 8, ). My) = 9
(6 BB 0D M) = V7 <KL D(0.w+p)<K2
)
Falseotherwise

In this system K | and K2 are coefficients that give Grid administrator.
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The algorithm complexity is cubic, O(n’) because the deepest cycle in this algorithm is the
.same as in previse algorithm.

7. Sequential and Eager Algorithm Comparison

The workload management is similar to loading problem [4]. One of the approaches to
loading problem sylunm.nﬂwﬂsoﬁﬂnn.bmugﬂulwﬁhm is not a good solution for that
mum[S].Thnnwhy:tmlywmthnugwllgoﬁmmaybehadwlmiuuforWMSm.In
mmurpapay_:mepr_mdmong_wﬂlbeahom and will be proofed the thesis that the
mrmﬁ%ﬁmmmmﬁnmmﬂhﬁsmwmuﬂiﬂﬁmmmewof

ial algorithm.

Let K grid system with M;.H;._...M,, subsystems(n = 1,2,...) is given. Each M;
subsystem has R; resources. The m value is the maximum of R;resources m = max; <<y R;. The
A = (ay) is the matrix, where 1<i<n, 1<)<m and ay =" Let's define vectorsb =
(Ry, Ry, Ra) and € = (cy, €2, .- Cm). The definition of vectorc is:

—-———-m‘Ki_]l-]-:m-K;
o= 1Fm=*K;, =j=sm=K;
m;l—]}!ﬂ‘xz
The vectorX = (X3, X2, -..Xm) is the variable vector. (1) Is the linear programming minimization

problem.
£20A%<bhb

#C - max ()}
Having solution of (1) problem it is easy to calculatee = F?;

Let's define the set 0 ={1,2,..,m} and the subset A= {[m=K,],[m=K,]+
1,..,[m* 1 =Kp]}. p0) =x*&,1 < <m.P(A) = Zjea p(i). ()]

Theorem: If probability of arrived task into grid computing system is similar to (2)
probability, P(4) > 0.5 and 2+ K; > (1—K;) then during long-term working the eager
algorithm utilize more resources than sequential algorithm.

Proof: Let Joby, Jobg,...,Joby,.. are the jobs that comes into the system, and
Ay Az, By i By By oy By oo BrE the system status after sequential and eager algorithm
accordingly. In t = 0 time the system is empty, that is why A; = B,, A; = B; ... till system's
overload, when A; # By. It means that sequential algorithm put Job, into M, subsystem’s queue,
while eager algorithm reject Joby. The eager algorithm rejects job if C procedure gives “false”
value, so it mms%-:m and (0, + B)) < K2(e = ). So 8 <K, »Rr and (B, + o) <

Ky »m« (B + o)

Let A ={1,2..[ms(1-K)—8]}and A;={[m=+(1-K)—0]+ 1,[m=
(1-Kz) — 9] +2,..,[m=1—Kp)]}. P(4;) is the likelihood that next job will be served by
computing subsystem, andP(A;) is the likelihood that afier acceptation Joby the subsystem
wouldn’t serve next job. If P(A;) < P(Az) (3) will be satisfied then the theorem will be proofed.
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: it «(1- «K]. The condition m "

To satisfy (3) condition must meet fmeQ—-K)+ 8] [m=K me
(1-K,)f{a,sm-x,mybedi\ridedto because m > 0. It is easy to reform (A=K =
8,/m < K condition into (1 — K;) — Ky S 9;/m, where gn could be thﬂ-'d with (1 —K;)/2"
ﬁompremoditmltbmywseeﬁom(l—xz)ﬂsm that for satisfy (3) condition the &,
muslh:llrgclspom‘blebmlusthm[m-K;]-SOili!clf)'wiﬂeﬁum(_,l)L.Pmi
solution that likelihood of & is beiger then 1 is more, then it near 1. mll.lwhyinm‘
situation (3) condition is right P(A) +P(A;) S 1 and AS A; then P(A,) <P(4) and
The (4) condition says that Job,, that require more resource than

[

P(A)<0.5<P(A)(4)- - < %
job:wmbesetwdbz?'}‘m only if system rejects Job; job. So the theorem is proofed. 1
8. Conclusion 3 s for ioa and

As the result we have software, which uses
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Opranusanus oyepepu B I'pup cpeae ¢ orpanmyeHweM BpeMeHHM
: OJRMAAHUSA

B. Caaxsn u C. [Merpocsn
AxnoTanus

VnpaBAeHMe pPecypcaMy ¥ MAAHHDOBAHHEM 33A2Y B MHOTOOPONECCOPHOR cpepe
BLITMCAMTEABHOH cHCTeMH I'DHA siBASeTCS OAHOM H3 TPyAHOpeIlaeMHX 3apad.
HecMoTrps Ha 3HAYMTEeABHEIE pesyALTaTEl, TOAYYEHHHIE paHee,0CTAITCH
npoGaemsl, PpelieHHe KOTOPHX OPHBOAMT K ONTHMAABHOMY YIPABAGHHIO
pecypcamu.ITyreM AoGaBAGHMS OrpaHHYEHHH Ha MOCTAaBAGHHEIE 33AAYH BO3MOMKHO
ymnmsq:@emmmynpamm OYepeARI0 38089 M B HTOre AOCTHYE
nopumenust 3(PGdexTHBHOCTH.OAHAM M3 OCHOBHEIX OrpaHHYeHMH SBAHETCH
orpaHMueHHe BpEMEHHM OXHAAHWA.Bpems OKHAAHHS, 3TO BpeMs, B TeYeHHe
KOTOPOTO 3aAAYa MOJKET JKARTE BBIIOAHEHHA.

B aaHHO# CTaTee pacCMATPHBAeTCH HOBEIA MOAXOA K YNPABAEHHIO OYepPeALIo
sapau. O pgeT 0GOGIeHHBIA MEXaHH3M PelleHHH, KOTOPhIA MOKHO pa3BHBATh,
A0DaBAfsl HOBHE (PYHKIMOHAALHEIE BO3MOMCHOCTH AASl reTeporeHHBIX cHcreM. B
CraThe NPeApAAraloTcs ABe NapaMeTPH3OBaHHBIE MOAGAH YIPABAGHHS OYEPEALIO C
orpanuuenuemM Bpemenn H CcFIFO mnosepenuem. IlpepocTaBasieTcs cpaBHeHHe
MOAEAe#H H OTMEYAIOTCH OCHOBHEIE YCAOBHA OpHMeHeHHH.



