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Abstract ,

The completion semantics considers interpretations that satisfy a special first-order
theory was first introduced in [1] . These interpretations include but are not limited
to Herbrand interpretations. Nevertheless, in logic programming the restriction to
Herbrand interpretations is very desirable. As [2] remarks, however, this results in a
non-recursively enumerable semantics. In this paper we show the TI}-completeness of
the completion semantics with restriction to Herbrand interpretations.

1. Preliminaries

Fix a first order language £ with countable sets of predicate and functional symbols of
each arity. We denote predicate symbols by p.g...., functional symbols by f.g.h,... and
variables by z.y. z. ... (all possibly subscripted and superscripted). For simplicity we assume
that formulas are built using 3, V and — and other connectives and quantifiers are defined
through those.

A program clause is a formula of the form V(A «— Ly A...A L,), where A is an atom, n > 0
and Ly, ..., L, are literals. As a common convention we will omit the universal quantifier in
a program clauses and simply write A «— L; A ... A L,. The atom A is called the head and
[i A ... A L, the body of the clause. A (logic) program is a finite set of program clauses. A
query is a formula of the form 3(S; A ... A S,,). where n > 0 and Sy, ..., S, are literals.

Given a program P, we construct a set comp(P) of formulas as follows. First we rewrite
each clause p(ty,....tn) — L1 A ... A L, 88

DT e Tn) = e s k(@ =ty A e ATy =ty ALy A oo A L),

where zy.....z, are new variables, 3, ...,y are the variables of the original clause and = is
o new predicate symbol. that is interpreted as the equality. If

plzy.....z,) — E;

p(z'l! LLLD :ru) b El

are all the general forms of clauses in P with the predicate symbol p in the head. then
Y(plzy. ....z) = Ey V...V E)) is called the definition of p. As usual. if [ = 0. the notation
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E, is understood as & logical falsehood. The completion comp(P) of P is the set of
V..V .
f.:ﬁmuom;rnnpmdiuusymhohwdmf’-_ . _ ;
1 mmﬂmﬂmummﬂdwnhw@cmm
MDel::::i:::‘ hnld-i if and only if the query is true in all Herbrand models of the completion
qu

ion semantics was first introduced in [1]. However instead of Herbrand

. The m.npim md;uﬁ first-order interpretations that satisfy a special equality
theo called CET. Nevertheless, Cm’iurishtﬁﬂb'cmndemdtobcu{om_ The
mmriuon to Herbrand interpretations seems the mmt'nuuru-l one‘in logic programming,.
But as [2] notes, the set of negative ground literals which are true in all Herbrand models
f comp(P) for a definite program P. may not be recursively eunmemble In this paper
:m show the exact complexity of the completion semantics (with restriction to Herbrand

interpretations).

2. Arithmetic in Logic Programming

i i showthnz:hemmpleﬁoummﬁmismtndthmﬁical.%dom“
:::e:h::??;:m":m of coding arithmetical formulas in logic programs, thereby reducing
arithmetical truth to the completion semantics. B = )

i transformation from [3]. If we look at algori
ﬁﬁ:ﬂ)gmwm P, we see that it does n?t depend on bodies of
clauses being conjunctions of literals. It is tempting to generalise logic programs by allowing
arbitrary formulas in bodies of clauses. Such programs are called ertended programs and
their completions are formed exactly as those of ordinary programs. Lloyd-Topor transfor-
mation constructs an ordinary program P’ from an extended one P. such that comp(P') is
a conservative extension of comp(P). .

For an arbitrary formula F, the clause A — F is transformed using the following rules:
A-—ElFistramformedintoA«-F;Ao—F;VngatmmformedintotwodnmAe— 2
and A ~— Fp;and A « ~F is transformed into two clauses plzy, e Ty} = Fand A
—p(zy. ... Z4) (here p is 2 new predicate symbols and zy, ... Ty are new variables).

By repeatedly applying this transformation to clauses of an extended program P we
get an ordinary program P'. It is shown in [3] that comp(P’) is a conservative extension of
comp(P). This means that every model of comp(P’) is a model of comp(P) and conversely
given a model of comp(P) we can obtain a model of comp(P') by uniquely interpreting
predicate symbols not occurring in P.

By Lhe language of arithmetic L, we mean the language consisting of the nullary func-
tional symbol 0, the unary functional symbol s. the binary predicate symbol eq and the
ternary predicate symbols p, and py. Consider the interpretation N for this language. whose
domain is the set N of natural numbers with the following interpretations for predicate and
functional svmbols: 0 is interpreted as the natural number 0; s is interpreted as the successor
fuction (i.e. 7 — x4 1); eq is interpreted as the equality: p, is interpreted as the graph of
addition: p, is interpreted as the graph of multiplication. It is well known that the set of
formulas true in A is not arithmetical.
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Let py be a new unary predicate symbol. Consider the following program:

pn(0)
puls(z)) — pulz)
eq(z.z) ~ py(z)
pilz.0.2) prlz)
pi(z.8(y).8(z)) — pi(z.y.2)
P«(z,0.0) — py(z)
Pu(z.5(y).2) — pelz.y.u) Api(u.z,2)

We will denote it by A. Note that A does not use negation, so comp(A) is consistent. In
particular the least Herbrand model of A is 2 model of comp(A) (see for example [4]). Let T
be a Herbrand model of comp(A). Define Zy to be the interpretation (for £,) whose domain
is the set {s"(0) : n € N} with predicate and functional symbols interpreted as in 7.

Proposition 1: For every Herbrand model T of comp(A), Iy is isomorphic to N.

Proof: It is straightforward to check that the correspondence n — s™(0) for n € A is
an isomorphism between A and Zy. In what follows we identify the natural number n with
the term 5”(0). §

Now we can express arithmetic formulas in logic programs. Let F be a closed formula
in the language of arithmetic and g be a new unary predicate symbol. Denote by F' the
formula. obtained from F by restricting all quantifiers to py'. Let Pr denote the extended
program obtained as the union of A and the clause g «— F'.

Proposition 2: The formula F' is true in N if and only if q is a consequence of comp(Pr)
on Herbrand interpretations.

Proof: By the definition of the completion comp(Pr) = comp(A) U {g + F'}. Let T be
s Herbrand model of comp(Pr) (such a model clearly exists). Then it is a model of comp(A)
and by the previous proposition, Ty is isomorphic to N. Then I |= qiff Z |= F' if Iy |= F
ifIN|EF.a

As a corollary arithmetical truth is reducible to the completion semantics.

Theorem 1: The completion semantics is not arithmetical.

3. The Completion Semantics in Analytical Hierarchy

We have already seen that the completion semantics is not arithmetical. Here we show that
it is analytical and in fact I1]. Moreover. we show that the set of closed first-order formulas
with equality that are true in all Herbrand interpretations is II!. To do that we construct
a [T} formula of second-order arithmetic that defines this set. As a common convention, we
use lowercase letters for object variables and uppercase letters for set variables.

Proposition 3: The set of closed first-order formulas with equality that are true in all
Herbrand interpretations is I1}. ) ; 5

Proof: Fix some effective one to one correspondence between the set of closed first-order
formulas with equality and the set of natural numbers. The number corresponding to a
formula is called its code. Similarly fix a one to one correspondence between the set of
ground terms and the set of natural numbers. Each subset S of natural numbers defines a
Herbrand interpretation Zy consisting of ground atoms whose codes are in S. Clearly. for

!Subformulas of the form 3zG are replaced by 3z(px(z) A G) and those of the form VzG by Yz(pn(z) —
G).
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i - there is a subset (and in fact infinitely many) that defines it.
?;nzml:ﬂ?mwdumd cl::d formulas true in the Herbm.nd interpretation encoded
by X ifandonlyifthcymilfy the following formula True(X.Y):

vr(3y.z E {x.y.:)-'{re}'o-y=.})i\

V;E?graun?i&wm{:) —(zeY—zeX)A

vr(3y Negation(z,y) — (z€ } —yéY)A
vr(3y,z Disjunction(z, pr)—=(zeY—=e Yvze YD)A
Vz(Ezistential(z) — (* € Y — Jy(Instance(x,y) Ay € Y)),

!rhegqual(z.y.z) defines the relation “y encodes a ground term £;, = encodes a ground t;

d r encodes the formula t, = t27” )

7 Ci'rromdmam(:} defines the set “x encodes a ground atom;

Negation(z,y) defines the relation “y encodes a closed formula F and r encodes the
formula ~F;"

Disjunction(z,y, ) defines the relation “y encodes a closed formula F, z encodes a closed
formula G and  encodes the formula FvGy

Eristential(z) defines the set “z encodes a closed formula of the form JvF;"

Instance(z,y) defines the relation “z encodes a closed formula 3vF and y encodes the
ormula F{v/t} for some ground term i
. Aﬂtha{:f);rlmmﬁoned relations are recursive and hence can be defined in the first-order
arithmetic. Now the set of closed formulas that are true in all Herbrand interpretations can
be defined by the formula TrueEverywhere(z) :

VX.Y(True(X,Y) =z €Y). 1

Theorem 2: The completion semantics is a II} relation.
Proof: The completion semantics is defined by the following fnnpnln CompSem(z,y) :

3z(Completion(z,y.2) A TrueEverywhere(z)),

where
Completion(z.y, z) defines the relation "z encodes a program P, y encodes a juery Q
and z encodes the formula comp(P) — Q.” 1

4. Tl}-completeness of the Completion Semantics

We have seen in the previous section that the completion semantics is I1}. Here we will show
that it is in fact TI!-complete. To show this we need to reduce some [1j-complete relation
toit. Let ot !, ... be an effective enumeration of binary partial recursive functions. An
ordinal a is called recursive if there is a recursive binary relation R which well-orders a subset
of natural numbers and that well-ordering is isomorphic to a. The index of R is then called
the index of a. It is well known that the set of indices of recursive ordinals. that is the set
{i : ' is the characteristic function of a well-ordering of a subset of N}. is [1}-complete
(see [5]). We will reduce this set to the completion semantics.

Let r € N. Denote by F,(z.y.z) the formula defining the graph of ™ in the language
of first-order arithmetic. That is. for every n.m.k € N the following holds: p?‘(n. m) = k
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if and enly if N |= F.(s"(0). 5™(0),5*(0)). Clearly F, can effectively be constructéd from 7.
Let F} denote the formula obtained from F; by restricting all quantifiers to px. Let pp be a
new binary. ps. pp new unary and g a new nullary predicate symbols. Consider the following
formulas:

Yz, y((pp(z) A pp(y)) = (pr(z,y) V prly. 2)))A
TotalOrder — Vz. y((pr(z. y) A prly, z)) — eglz.y))A
V.'l.', v z((pﬂ(zl ‘If) A PRflh z}} a pﬂ(zl ZJ}J"\

NoLeast Element — 3zpg(z) A Vz(ps(z) — 3y(ps) A paly. z) A —eg(y. 2)))
Characteristic — Yz.y((pn(z) A pn(y)) — (Fi(z,3.0) V Fi(z.y. 5(0))).

Essentially TotalOrder expresses the fact that pp is a relation of a total order on the set
defined by pp, NoLeastElement expresses the fact that the set defined by pg is non-empty
and does not contain a least element with respect to pp and Characteristic expresses the
fact that F, is interpreted in A as the graph of a characteristic function. Consider the
following extended program F, :

A
pa(z,y) — F(z,y,5(0)) Apn(z) Apn(y)
po(z) « 3ylpalz.y) Vrrly.z))
ps(z) — ps(z)App(z)
q +— NoLeastElement V —TotalOrder V ~Characteristic. _—

Proposition 4: The query —q is a consequence of comp(F;) on Herbmnd m!a'prunuom
if and only if r is an indez of recursive ordinal.

Proof: Assume that —g is not a consequence of comp(P;) on He;bmnd mr.qrpxmhm
Then there is a Herbrand model T of comp(P,) such that ¢ € I. Hm Ik comp(A)
and so Zy is isomorphic to NV. 'I‘hemtarprmtmnIsamﬁesthed,eﬁmLmnong So pn is
intérpreted as the set R = {(s*(0).s™(0)) : ©?(n,m) = 1}. The definition of pp is the
formula Yz(py(z) « Jy(pr(z, y) Vpr(y, z)). So pp is interpreted as the union of the domain
and codomain of R. Denote this set by D. The definition of pg js the formula Vz(ps(z)
(ps(z) A pp(z))) which is logically equivalent to ¥z(ps(z) — pp(z)): Thus ps is interpreted
a5 some subset S of D. Lastly. since g € Z, we have T |= NoLeast Element V —~TotalOrder v
~Characteristic. This implies that either () is not the characteristic function of R or R is
not a total order on D or the set S is non-empty and does not have a least element. Hence
r is not an index of recursive ordinal.

Conversely assume that r is not an index of a recursive ordinal. Take some model of
comp(A) (such model exists since A is a definite program). Extend this interpretation by
defining interpretations of ‘(’ﬂ .Pp- ps and q as follows. The predicate symbol py; is interpreted
as R = {(s"(0).s™(0)) : "' (n.m) = 1}. pp is interpreted as the union of its domain and
codomain (denote it by D) and g is interpreted as true. If R is not a total order of D or
is not. its characteristic function. then we can interpret py as the empty set. Otherwise t.here
is & non-empty subset of D that does not have a least element. Interpret py by that set. It
is easy to see thal the interpretation satisfies comp(FP,). Therefore —g is not a consequence
of comp(P,). 1

As o corollary we have the following

Theorem 3: The completion semantics is a 11} -complete relation.
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Canhwipugjud mpmﬁmpmﬁmlp,uﬁ dpwgpbiph Yrulphwi
= uhl:imﬁmh!.]uup wimdtjhnpjui wuwmhdwlp

L. <wjlpuqyui
Wiithmthnud

dulpiwl ubdwhnhiwd Ghpimoyby t [1] wuwinmpymbnul, mp ghuwpijnd W6
pGwbpupbnwghwlbp, opatp pwiwpwpnd b6 hwoml wmughG Ywpgh wbumpjub:
Uju hGwbpuptunughwibpp Gbpwonwi b6, pugg bl uwhifwlwulpymd  Sbpppwih
phwbpupbnwghwabnny: WGmwibiuyGhy, wpwiupuiuui  dpwqpuinpdul ke
2bipppunGh pﬁmhpumhmwgpmﬂhpnq uwhiwfwhwynuip fupun gwilwih t Uwlugl
hiswtu Gaymd t [2] wuwmnmpymnui, nw phpmd t ny obympupjoptG pwplbih
ubdwGmpyuwyh: Unyl wzluwnmpynind gnyg t wpnuf thwlpiwl ubfwGwhlugh 13-
nhynipymlp <bppplh hiwnbpupbuughmbnoyg uwhiwfunpwidwi ntiwpmd:

CTeneHs HepaspeIIEMOCTH CEMAHTHKHA 3aMBIKaHMs
0606IeHHEIX AOTFIECKHX HpOrpaMM

A. AiikassH
AnmoTamas

CeMmaHTHKA 3aMbiKanuA GbiAa BBeAeHa B paGote [1], B KoTOpO# paccMaTpHBAIOTCS
MHTEpIpeTaiy, YAOBAETBOPSAIOMHE CHelMaAbHON TCOPHH NepBoro MopsAka.
OTH HHTEpnpeTauMM BKAlOHalOT B cebs OpbpaHoBcKHe HHATEpHpeTanun, Ho He
OrpaHHYMBAIOTCA MMM, Tem He MeHee B AOIHYECKOM [pOrpaMMHpPOBaHMH
orpanuuenne DpOPaHOBCKUMH HHTEPNPETANHAMH BECHMA KEAATEABHO, OAHAKO, Kak
otMedeno B paGore [2], 3TO NPUBOANT K He PeKYPCHBHO NEPCUHCAHMOR COMaHTHRE, B
AaHHO# paGoTe noKassisaerca [T} -ITOAHOTA CEMAHTHKM JAMLIRAHHS NPH OrpatHyeniy
Dp6paloBCKHMH WHTepPNpeTalHsiMH.



