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Abstract:

The mammography is the most effective procedure for an early diagnosis of
the breest cancer. In this paper, a technique for detecting masses in mammographic
images will be presented Image cnhancement techniques, based on histogram
equalization, are shown and used before image segmentation. Threshold technique is
proposed for an image segmentation which is a very critical task in any image
processing Enhancement methods are implemented on a mammogram and
accordingly, a comparison between the methods for better threshold is carried out

1. Introducfion

Breast cancer stays in the first place among women malignant neoplasia structures list (about 30%).
According to Worldwide Health Corporation it is being #1 of the fundamental reasons of the women’s
average age mortality. The National Cancer Institute estimates that one out of eight women develops
breast cancer ai some point during her lifetime [1]. Year after the year indexes of the morbidity with
breast cancer are growing [2]. The same image is viewed in many countries: USA, European Union,
Russian Federation and North America, as well as in Armenia.

The goal of mammography is t provide early detection of breast cancer through low-dose imaging of the
breast. Mammography is considered to be the most efficient technique for identifying lesions when they
are not palpable and when there are siructural breast modifications [3] It shows 1o the physician
difforences in breast tissue densities and these differences are fundamental to a comect diagnosis. At
present, there are no effective ways to prevent breast cancer, because its cause remains unknown [4, 5].
Therefore urgency and importance of mammography image processing is obvious.

Computer-Aided Detection and Diagnosis systems are continuously being developed aiming to help
the physicians in carly detection of breast cancer. These tools may call the physician’s attention to areas
in the mammography that may contain radiological findings. In digital mammography, segmentation is
the process of partitioning mammograms into regions, aiming to produce an image that is more
meaningful and easicr to analyze [6]. A physician has to previously select a region of interest that
contains one suspicious region in a mammogram. After being segmented, the mammogram or the mass
lesion region can be further used by physicians, helping them to take decisions that involve their patients’
health
This paper is orgamzed s followed. Section 2 reviews some enhancement algorithms based on histogram
equalization. Section 3 describes an image segmentation technique using threshold. In Section 4 there are
shown experimental results of described techniques, In the next section the conclusion and future work
are given
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2. Tmage Enhancement Methods

The visual quality of mammographic images can be improved by collecting more image data at the data
acquisition stage or enhancing mages during the post image processing stage in medical imaging
systems. However, the former method on the acquisition stage significantly increases the overall
acquisition time, i that a patient is exposed to and hardware costs (7).
ic enhancement based on the post image processing stage ulilizes different image
enhancement contrast of mammograms. The goal is to improve the visual
quality of mammograms without affecting the acquisition process or increasing the hardware costs. This
offers radiologists more accuracy and efficiency for analyzing and recognizing breast cancer, evaluating
&anafmmLuﬂpediﬂinsmdwcmmofbmSwm.
In this section some methods based on histogram equalization are described.
There are two types of histogram equalization: global and local [81.

2.1.Global Histogram Equalization

Global histogram equalization (GHE) techniques scquire the scale factor from the normalized cumulative
distribution of the brightness distribution of the original image and multiply this scale factor to the
original image to redistribute the intensity, Consider a discrete grayscale image {r}. The probability of
occurrence of gray level 7 in an image is approximated by . .
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where n is the total number of pixels in the image, n, is the number of pixels that have gray level T
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Aprmsd(mmm)inmaeisobmincdbympplnswhpb:d“ﬁtjﬂévelq in the input image into a
corresponding pixel with level s, in the output image via Eq. (2). A-plot of p,-(rj} versus r, is called

a histogram. The transformation (mapping) given in Eq. (2) is called histogram equalization or histogram
linearization.

ﬂnhimnpmossingme!hodsdimmdabmeisglm_inﬂummpixelsmrruxliﬁ:dbya
transformation function based on the gray-level content of an entire image.

2.2. Local Histogram Equalization

Although this global approach is suitable for overall enhancement, there are cases in which it is necessa
to enhance details over small areas in an image. The number of pixels in these areas malyd;'::mgli iblrz
mﬂ!.ummﬂnmmpumtionofasiohl WMMMMthﬁiymegdn
desired local enhancement. The solution is to devise transformation functions based on the -level
distribution or other properties in the neighborhood of every pixel in the image. .

The histogram processing techniques described above are easily adaptable to local enhancement. The
procedure is to define a square or rectangular neighborhood and move the center of this area from pixel to
pixel. At each location, the histogram of the points in the neighborhood is computed and either a
histogram equalization or histogram specification transformation function is obtained. This function is
finally used to map the gray level of the pixel centered in the neighborhood. The center of the
m!mbarhqud region is then moved to an adjacent pixel location and the procedure is repeated. Instead of
using the image histogram directly for enhancement, we can use instead some statistical -pnrarrme‘:s
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obtainable directly from the histogram [&] Let r denote a discrete random variable representing discrete
gay-levels in the range [0, L — 1), and let p(rr]dﬂme the normalized hustogram component

corresponding 1o the ith value of 7. As indicated previously in this section, we may view p(rl) as an
estimate of the probability of occurrence of gray level 7 The nth moment of r about its mean is defined
us

1) = 3.r.pl1), G
where m is the mean nlmorr(m':m gray level):
m= Er.p(r,l : (4)
It follows from Eqs. (3) and M;?}nl #e= 1 and ;= 0. The second moment 1s given by
Hy(r) = g(r. -m)’ pir,). (5)

We recognize this expression as the variance of r, which is denoted conventionally by ¢’(r). The standard
deviation is defined simply as the square root of the variance. In terms of enhancement we are interested
primarily in the mean, which is a measure of average gray level in an image, and the variance (or standard
deviation), which i1s a measure of average contrast.

We consider two uses of the mean and vaniance for enhancement purposes. The global mean and variance
are measured over an entire image and are useful primarily for gross adjustments of overall intensity and
contrast. A much more powerful use of these two measures is in local enhancement, where the local mean
and variance are used as the basis for making changes that depend on image characteristics in a
predefined region about each pixel in the image.

Let (%, y) be the coordinates of a pixel in an image, and let S,, denote a neighborhood (subimage) of
specified size, centered at (x, y). From Eq. (4) the mean value ms., of the pixels in S;, can be computed
using the expression

my = “Erup(rs; )

where p(r;,)is the gray level at coordinates (s, {) in the neighborhood, and p(r; ) is the neighborhood
normalized histogram component corresponding to that value of gray level. Similarly, from Eq. (5), the
gray-level variance of the pixels in region S, is given by
0';' = 2[’3‘: —-my V pirg,)
(5.5,
The local mean is a measure of average gray level in neighborhood S, and the variance (or standard

deviation) is a measure of contrast in that neighborhood

Adaptive Histogram Equalization (AHE) computes the histogram of a local window centered at a given
pixel to determine the mapping for that pixel, which provides a local contrast enhancement. However, the
enhancement is so strong that two major problems can arise: noise amplification in “flat™ regions of the
image and “ring” artifacts at strong edges [9, 10].

A generalization of AHE, adaptive histogram equalization has more flexibility in choosing the local
histogram mapping function. By selecting the clipping level of the histogram, undesired noise
amplification can be reduced [11].

The contrast-limited adaptive histogram equalization (CLAHE) [12] is a well-known technique of
adaptive conirast enhancement. The normal and adaptive histogram equalization may over-enhance the
noises and sharp regions in images due Lo the integration operation. It yields large values in the enhanced
image for high peaks in the histogram of the nearly uniform regions in the original image. To solve this
problem, the CLAHE uses a clip level to limit the local histogram in order to limit the amount of contrast
enhancement for each pixel. This clip level is a maximum value of the local histogram specified by users.
An miteractive binary scarch process is used to redistribute the pixels which are beyond the clip level. The
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CLAH ing steps: 1) divide the original image into contextual n_egiunr. 2)_0!:.1“ a
local hmmf:‘r :hwg clip this histogram based on the clip level; 4) redistribute the histogram
using binary search, 5) obtain the enhanced pixel value by histogram integration.

3. Segmentation

; enbancement techniques for image enhancement were shown. After enhancement - the
mScumn_u:l;;m_ will be easier, In this section thresholding technique for image segmentation is
described

uppose X level histogram shown in Fig. 1(a) corresponds to an image f(x, y), composed of

ﬁwnﬁxoﬂ:lmwmnﬂawﬂﬂobjmmdmeMsmWImb
grouped into two dominant modes. One obvious way to extract the objects from the background is to
select a threshold T that separates these modes. Then any point (x, y) for which/f(x, y) > T is called an
: ise, the point is called a point. i
;zzﬁ%mshmﬂmwmmmofmw ] where three dominant modes
mmmm(hmgmmm@nwjpmmammw)_m
multilevel thresholding clessifies a point (x, y) s belonging to one object class if T; < (x, y) < T to the
other object class if ffx. ) > T» and to the background if /i, y) < T

|
|
|
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Figl: (a) Gray-level histograms that can be partitioned by (a) a single threshold, and (b) multiple
thresholds.

Based on the preceding discussion, thresholding may be viewed as an operation that involves tests against

a function 7 of the form
T= ﬂX:P.P(-T-J’)-f(I-J’)] ]

where f(x.y) is the gray level of point (x. y) and p(x. 3) denotes some local property of this point for
example, the average gray level of a neighborhood centered on (x, y). The thresholded image g(x, y) is

defined as
1 [>T

st~ (o fER2
Thus, pixels labeled 1 (or any other convenient gray level) correspond to objects, whereas pixels labeled 0
(or any other gray level not assigned to objects) correspond to the background.
When T depends only on f(x, y) (that is, only on gray-level values) the threshold is called global. If T
depends on both fiix. y) and p(x, ¥), the threshold is called local.
The key parameter in the thresholding process is the choice of the threshold value. Several different
methods for choosing a threshold exist; users can manually choose a threshold value, or a thresholding
algorithm can compute a value automatically, which is known as automatic thresholding [8]. A simple
method would be to choose the mean or mediean value, the rationale being that if the object pixels are
brighter than the background, they should also be brighter than the average. In a noiseless image with
uniform background and object values. the mean or median will work well as the threshold, however, this
will generally not be the case. A more sophisticated approach might be to use the method described



A. Sshakyan 113

below, which is relatively simple, does not require rrlud'l-;wﬁc knowledge of the image, and 1s robust
against image noise

2

An initial threshold (T) is chosen, mumbedaumnlyagncudm;mmyomunmhod

desired

1hc|mg:|ss:gmemedmmobjeclmdb|ckyumdpud:uduaihdabmt creating two sets:

a Gl={[f(m,n): f(m,n)>T} (object pixels).

b G2={f(m.n): f(m,n)<T} (background pixels) (note, flm.n) is the value of the pixel
located in the mth column, nth row)

The average of each set is computed

a ml =average value of G/

b 2= avirigh Wiiw o G2 P T AR T e

A new threshold is created that is the average of ml andhZ’ R

a T'=(ml+m2)l/2

Go back to step two, now using the new threshold computed in step four, keep repeating until the

new threshold matches the one before it (i.e. until convergence has been reached).

4. Results

In this section results of image enhancement and segmentation using methods described in Section 2 and
Section 3 are shown. For testing images from *The mini-MIAS database of mammograms.” internet
resource (hitp://peipa essex ac uk/info/mias. huml) were selected.
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(©)
Fig.2 Mammogram, threshold result image and histogram, a) original mammogram, b) mammogram

enhanced by GHE, ¢) mammogram enhanced by C

5, Conclusion and Future Works
As we can see from the results, mammography segmentation using threshold is more efficient when

mpodmdhﬁrﬂnmmqﬁymnﬂm?wﬁnﬁmnwrknuphmdlm
classification and its extraction from mammography image. Also discovering and right analysis of
Maﬁmmmmmmum y
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Uwiingpuwdhly wumlbpGbph ubgibGunwnpiwl pupbjuyndnp
u ]l'llﬁl.l.ll.l.{v.llnl[h[ll'.l.l Jh6 hwywuwnpbgdwi bqwiwlm|

U Uwhwljué
Udthnthmd

Uwiingpuwphwl  Ypoph punghbnh Jun wwnnpnzdwl  hwdwp  wpynbunfbn
bnuiwlbbphg b Whwwwipmd Gepjujwgymd b dwingpudhl wunnlbplbpmd
ynunwlnuiGbph  hwynGwpbpiwl dbponp:  Nwndlwuhpymd &6 hhunngpudwghG
hwjwuwpbgdwl Jpw hhdljwd wwwlbpliph pwpbudwt dbpanlbp: Wue dbpnnGhpp
oguwgnpoynd &G 0hiy wwwlbph ubgdbfumuopmidp, nph hwdwp wmugwplymd
Zbdwghl dbpanp: Rbpwd b6 ppwlwl Gwingpuilbph pwpbunjdwi  ghiopd Gulwi
wprymbipGtipp L 260w ih6 wpymbpGhph hwibdwumipmbp:



