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Abstract

In this paper we study the processes in the Shannon cipher system with discrete
memoryless source and a guessing wiretapper. The wiretapper observes a cryptogram
ufM-mtwdphuadmpnsedﬂzmughthznolsychmelsndtrlest.ogueuthg
secret plaintext with length N. The security of encryption system is measured by the
awnumbmdgumn«dd[ormeﬁmupwwmthepmm The
pmbhmmsumutudhyAﬂhnmdMerhwuugmwaﬂu&imofﬂmirrwﬂ: for

noiseless channel to wairtapper. !

1. Introduction

The cryptographic system shown in Fig.1 is the Shannon cipher system with a noisy channel
to wiretapper. An encrypted vector of messages of a discrete memoryless stationary source
must be transmitted via a public noiseless channel to a legitimate receiver. The key-vector
is communicated to encrypter and to decrypter by a special secure channel protected against
wiretappers. After ciphering the vector of source messages by & key-vector, the cryptogram
is sent over a public channel to a legitimate receiver. who can recover the original message
using the cryptcgram and the same key-vector. Not knowing the key, the wiretapper that
eavesdrops on the noisy channel aims to decrypt the source messages using also known to
him the source statistics and the encryption function. .

Noisy = e
channel =
s x Cipherer ¥ D : x Legi
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Key source

Fig. 1. 'The Shannon cipher system with a noisy channel to the wiretapper.
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The wiretapper makes sequential guesses (suppositions). each time applying a testing
mechanism by which he can know whether the estimate is successful or not and stops when
the answer is affirmntive. In this paper. we aim at characterizing the expectation of the
number of guesses that the wiretapper may have to submit before succeeding.

The guessing problem was first considered by Massey [13], then by Arikan [1]. [2] and
recently by Malone and Sullivan [12]. The guessing subject to fidelity criterion was studied by
Arikan and Merhav in [3]. {4]. for guessing subject to distortion and reliability requirements
by Haroutunian and Ghazaryan in [7), (€], [9]. for the Shannon cipher system with exact
reconstruction by wiretapper by Merhav and Arikan in [14]. The security of the cipher
system we measure by the expected number of guesses needed for reconstruction of the
source messages. That approach was used also by Merhay and Arikan in [14]. earlier by
Hellman in [11] and by Sgarro in [15], [16]. The Shannon cipher system with a guessing
wiretapper and correlated source outputs was examined by Hayashi and Yamamoto in [10}.

The importance of this case of extension of the Shannon cipher system with guessing
wiretapper can be explained by the fact that practically it is more probable that the wire-
Lapper can observe a noisy version of the cryptogram. The problem was suggested by Merhav
and Arikan in {14].

9. Definitions and Formulation of the Result

The discrete memoryless source is defined as o sequence (X}, of discrete, independent,
identically distributed (ii.d.) random variables (RVs) taking values in the finite set X of
messages z of the source. Let P* = {P*(z).z € X'} be the source messages generating
probability distribution (PD) which is supposed to be known also to the wiretapper. Let
X =(X;, Xa,.... Xn) be a random N-vector. Since we study the memoryless source, the
probability of the vector x =(z1.22..... zy). a realization of the random N-vector X | is

N
P x) = [ P*(z).

The key-source is described by a sequence {U;}3%, of binary i.i.d. RVs . which take values
from the set U = {0,1}. The distribution @* = {1/2.1/2} is the PD of the key bits. The
key-vector u = (uj.uz. ....ux) is the vector of K bits and Q' (u) = 2K, The key-vector
of K binary RVs U = (U;,Uy....,Ug) is independent of the vector X.

Let fn : & < UK — Y™ be au encryption function where Y is the cryptogram alphabet
which is not necessarily the same as the source alphabet. This function is assumed to
be invertible providing the key is given. i.e. there exists the decryption function I =
PM s % — XN, It is also assumed that fy is such that M/N is constant and is equal to
I\n

We denote the PD of RV Y taking values in ) by S = {S(y).y € V}. where S depends
on P* and [fx.

The wiretapper's channel is a discrete memoryless channel (DMC) with input al-
phabet ¥, output alphabet Z and whith a stochastic matrix of transition probabilities
W* = [W*(zly).y € Y.z € Z}. The model for M actions of the channel is described
by the stochastic matrix W : YM —, ZM_ an element of which WA (2]y) is a conditional
probability of receiving the vector z € ZM_ when vector y € YM is transmitted. So for all
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y €YY and z € Z¥ 9
WM (zly) = [T W*(zmivm)-
me=l
We denote Lhe joint PD of RVs ¥ and Z by
SoW* = {S(y) e W' (z.y) = SHW*(zly)y € V.2 € 2}

and PD of RV Z by
W* = (SW*(z) = 3 S(w)W*(2ly). 2 € Z}.
vy

The conditional probability W of y € Y for given z € Z is the following
W =SoW"/SW* = {S(y)oW'(z.p)/SW*(z),y € V.2 € 2}.

We will apply the method of types (see [5], [6]) in the proof of the theorem. Let us begin
with the formulation of some basic concepts, notations and relations of this method. The
Lype P of vevtor x = (z1,....2x) € AV is a PD P = {P(z) = N(zix)/N. z € X}, where
N(z}x) is the number of repetitions of the symbol z among z, ..., Zy. The set of vectors x
of type P is denoted by 74 (X). The set of all PD onk’mdeno:ed by P(X) and the subset
of P(X) consisting of the possible types of sequences x € AV is denoted by Py (X).

We denote entropy of RV X with PD P and. respectively, divergence of PD P* from P

as follows
Hp(X) 2 - 3 P(x)log P(z).
zEA
D(PIP) 2 T Ple)los s,
%e‘%peofmmrz is denoted by Q. a.ud the set of vectors z 0ftype Q is denoted by

The joint type of y € Y and z € ZM is the PD {M(y, z|y.2)/M. y € Y, z € 2}, where
M(y, zly.z) is the number of occurrences of symbols pair (y, z) in the pair of vectors (y. z).
In other words, joint type is the type of the sequence (y. 2) = (11, 21): (v2- 22)- - - -, (ym- 2m))
from (Y x Z)M.

We say that conditional type of y for given zis PD V = {V(y|z),z € Z.y € 3’} if
M(z,ylz.y) = M(z]z)V(y|z) for all z € Z.y € V. The set of all sequences y € Y¥ of
conditional type V' for given z € 7}(Z) is denoted by T}4.(Y'|z) and called V-shell of .
V(Y. Q) is the set of all possible V-hells for z of type Q.

We denote conditional entropy of RV Y for given RV Z with PD Q and conditional PD
V of ¥ for given Z by

Hoi(Y|Z)2 - Y QV(y)logV(yla).
€2.y€)
and for conditional divergence of PD @ o |’ from PD QoW on Z x Y by

D(QoV[IQe W) =DV |W|Q) & z Q{.s)l (y|z) log "V({yll'))'
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The source generates vector x (with length N) and the key source generates vector u
{with length K). The encoder fy receiving x and u generates the eryplogram y (of length
M) and the vector y is sent Lo a legitimate receiver. The wiretapper eavesdrops through the
noisy thannel and receives a vector z (of length M).

We assume that the wiretapper knows the encoding function fi (hence also the decryp-
tion function f') and has a strategy g = {x1(2).x2(z). - - -} to guess the correct secret x as
fust os possible. Let G, {XIZ} be a number of guesses needed for the wiretaoper to uncover
the secret x by the strategy g

Definition 1: The key rate Ry of the key source is defined by Ry 2 K/N.

Definition 2: The guessing rate R(Ry, W*, P*) of this system is defined by

R(Rg. W*. P‘] - Jim supianlogE'{G (X1Z)]

where I'IG' ¥ (X|Z)] is the expectation of G} ¥.(X|2).
In the folluwmg theorem upper and Iawer bounds for the guessing rate are presented.
Theorem 1: For given PD P, conditional PD W*, and every key rate Ry,

RURi, W*, P*) < max paglmin{Hp(X), Ma (Y |2)+ R}~ D(PIP)-ADV [ 220 1Q)).
m S“!o

R(Rx.W*.P*) 2 mlgx[nﬁn{ﬂg, Hp(X)} — D(P]|P?)].
Corollary: When the wiretapper’s channel is noiseless we arrive at the result of Merhau
and Arikan from [14):

R(Rg. P*) = mpx[min{Rg, Hp(X)} — D(P||P")].

3. Proof of Theorein 1
We will use the following inequalities. concerting types ({4]. [5]).

[Pu(X)] < (N + 1), (1)
[Vu(Y. P)| < (M +1)ZPL, (2)
For any type P € Py(X)
_ |T2(X)| < exp{NHp(X)}, (3)
and for sny PD P*
P*M(T¥ (X)) < exp{~ND(P|P")}. (4)

For any type Q . conditional type |" and z € T (2)
|74 (Y12)| < exp{MHq(Y|2)}. )
and for any conditional PD W*
WH(T}, (Y]2)|z) = exp{—~MD(V[|W|Q)}. (6)
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: pe P (x€ T (X)), wiretapper receives
£ Q(z€ togram belong to V-shell of vector z
‘(’;ﬂ:rqzﬁg(ym. To bui!rlqsome strategy for wiretapper. we consider the following two
. N

Swwiw :rnd;?v .m be re a5 o union of vectors of various types (these types

o hratey 1 - endin order of entropy: Hp(X) S Hn(X) < -++-)
= | THO.
=12,

‘ 3 the am 2z and sequentially guesses in u-scepd?ng order of
u:h” ‘:""m;ﬁff ﬁemesmause x belongs to T4'(X) and, therefore, it is clear that
?:thji;ystrp o (g = (1. Xz, ++*}) the number of guesses is bounded with (1) and (3)

in the following way

G (x|z) < 5 [T (X)) < (N + 1)¥lexp{N Hp(X)}
o P Hp (XVSHp(X)

< exp{NHp(X) + o(N)} (@)

N. M can be represented as a union of vectors of various conditional types for

Stral 3 3 e
given vmw::’; :’ € T}'(Z) (these conditional types we arrange in ascending order of conditional

entropy: How(Y12) € Hou(Y|Z) <)
W= Bgul)

=12~

In this strategy, the wiretapper aims to find message x sequentially applying different keys on
rder of conditional entropy for given vector z. To find vector

cryptograms y in ascending o ¢
x wiretapper finds the key u and the cryptogram y which belongs to V-shell of vector z

€ T¥,(Y|z) ) so in this strategy gf'
g‘ = ﬁf‘E'{Y:“l)- [y ) £ (91 Venpi)): £ (Y2, 1), £ (2 02) -}
the number of guesses is bounded with help of (2) anr:l (5) as follows

G}, (xlz) < 3 [734:(Y ) |exp{ K }
Vi:Hg,y (Y12)SHq.v (Y|2)
(M +1)@Plexp{M Hov (Y|2)}exp{N Rx}
exp{M Hqy(Y|Z) +o(M) + NRx}
exp{N(\Hqv(Y|2) + Rk) + o(N)}. ®)

IAIA A

Based on strategy g{' and ;tmtey g). we define a new strategy g4 as follows

g = (x1. [~ (1. m) %0, f (yh- 1) - o k1 S Y2 W) Xeppiy 10 F 7 (y2005) -+ 2).
Then. the number of guesses in the strategy g3 is not more than twice the smaller number
of guesses in g{' and g}'. Therefore. we have (see (7).(8))

GYy(x|2) < 2min{exp{ NHp(X) + o(N)}.exp{N(AHq.(Y]Z) + Ri) +a(N)}}

< exp{N min{Hp(X):AHo(Y]Z) + R} + o(N)}. (9)



E. Haroutunian. T. Margaryan 7s

-

The expectation G}, X|Z) is bounded by (see (1).(2).(4.(6).(9))
EGY, (X|1Z) = Y  PYx)S"(y)G}i(x|z)
REXN yeYM

exp{—-NDIP||P")} exp{—MD{VIIH'[Q]}G}_:(xgz',
PePuiXyVevuly Q)

sV + L*UM + 1) exp{N(~D(PI|P") = AD(V|W|Q))} {10)
exp{N min{ Hp(X). \Hgy(Y|Z) + Rx} + o(N)}]
exp{N }!Irilfjmiﬂ{lfi‘{xj-AHQ.V{YIZJ + Rk} — D(P||P*) = AD(V||WIQ)] + o(N))}

1A

IA

A X

Sinee our strategy is valid for any function fy, from inequality (10) we obtain the upper
bound for the guessing rate

4 . = 21 . 1
R(Tty, W*. P*) = J@xﬁﬁpl&f'ﬁlﬂs ElG],(X|2)] < P}l__mxsupﬁlog EIG},.(X|2)]

< max max|min{ Hp(X). AHqy(Y1Z) + Ry} — D(PI|P") = AD(V[i(S o W*/SW*)|Q)].

As regards the lower bound, we have not get better result for it and we will use the result
achieved by Merhav and Arikan in [14]. It is obvious that any lower bound on R(Ry. W*. P* )
for Shannon cipher system with a noiseless channel to the wiretapper is also a lower bound
for the same sysitem with a noisy channel. Thus,

R(Ryx.W".P") < R(Ry. P*) < max|min{Ryx, Hp(X)} = D(P||P")].
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