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Abstract

The present urticle describes certain developments worked out for the creation of
NL-UNL transformation framework. In particular, new interactive algorithms aimed at
analyzing and converting sentences of natural languages (NLs) into UNL and converting
UNL structures back into texts of natural languages, are described. In this article, we
describe the research on the work done for the creation of self-learning conversion
system, based oo the analysis of the interactive user-defined intervention. We aiso
analyze the existing resources and describe certain algorithmic and technical solutions.

1 Introduction
UNL (Universal Networking Language) [1] is an artificial meta-language, designed for se-

- mantic information presentation. The aim of UNL is the storage of the meaning of text
resources in the language-independent form. UNL can be used for various purposes, such

. a8

o Translation of sentences from one natural language into another.
» Semantic search of words and phrases.

o Gathering of semantic information.

® Collection of statistical data.

UNL stores the information in a form of semantic networks with hyper-nodes. Each
sentence in UNL is presented as a directed coherent graph. In the UNL graph. nodes
present, concepts. and arcs present relations between concepts. The given concepts are called
Universal Words (UW). The relations between UW are illustrated as directed arcs (arrows).
defining the role nf each word in a sentence.

By the end of 1990s UNL center in Tokyo published the first version of UNL specification
and presenled the programs for converting sentences of natural languages into UNL and vice
versa. which were called correspondingly EnConverter and DeConverter.
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1.1 Shortcomings and Diffienltics of EnConverter and DeConverter Work-
flow

, o {
We should not underestimate the significance of the work done for the creation of EﬂC]:'_:l‘e
vefter' and DeConverter. however. with the lapse of time certain difficulties emerge Wm_
working with these programs. and one of the primary goals of the given article is to OI 5
come these difficulties. The ‘miafn difficulties [2] of work with the programs are listed below:

e Both programs are single-threaded. Operating system can launch only one instance ::f
the program. activated by a certain process. This brings to difficulties in attempt
develop web applications and web services, that use EnConverter or DeConverter.

o EnConverter and DeConverter are applications of win32 type, which means that they
are designed to work only in the environment of operating system Microsoft Windows.
Whereas the majority of professional network servers use such operating systems &s
Linux, UNIX, Solaris etc.

e In the time of development of EnConverter and DeConverter machine resources were
very limited and their economy was one of the primary tasks during program develop-
ment. This is the main reason of some resource limitations.

e Asinput text resources the programs support only files in ASCI encoding, which brings
- to great difficulties, considering the fact that today the majority of available resources
use UNICODE or its other variations.

® Not the least of the problems is a strict limitedness of grammar rules. A grammar
developer cannot generalize certain rules in order to cover more cases, instead of it
he/she has to describe each case separately, which in its turn increases the number of
rules, and decreases the efficiency.

o The program source codes are not available for editing and developing. which again
contradicts the UNL concept of openness. 2

Our goal is to create new more efficient algorithms of sentence conversion from UNL into
natural languages and vice versa. bringing Aexibility for rules syntaxes. The programs shonld
allow the user to interfere in the process of transformation and direct it to a preferable
path.We also try to develop a system. that allows to analyze the user revisions train.

2 LILY (Language-to-Interlanguage-to-Language System)

Despite all the improvements made'in jDeCo [2]. it was decided to continue the work and
make cardinal changes in the whole system of the UNL project. The UNDL Foundation
launched the project LILY. where the Armenian side took the responsibility of transformation
software development. The project includes the development of software for alitomatic and
semi-automatic (interactive) transformation of natural language sentences into UNL (IAN)
and transformation of UNL sentences-into a natirral language (EUGINE). Later on. UNL
sentence transformer into NL sentences will be called EUGENE or Generator (the process
of Generation), and the transformer of NL sentences into UNL sentences - IAN or Analyzer
(the process of Analysis).
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2.1 Grammar Rules

Grammar rules allow |AN and EUGINE to translate NL sentences into UNL (NL-UNL
transformation rules) and vice versa (UNL-NL transformation rules). There are two types
of grammar rules: ifransformation rules and disambiguation rules [3]. Transformation rules
are used for transformation of UNL sentences into NL and vice versa, whereas disambigua-
tion rules are used as meta-rules to improve the results of transformation rules application.
Disambiguation rules define which rules should be applied and which rules should nos, de-
pending on the specificity of the current state. Both types of rules operate with the elements
of NL sentence structure or to the elements of UNL graph. Transformation rules are defined
as follows: & := f3;, where the left side s the condition and the right side is the action.
Disambiguation rules are defined as follows: a = P : , where the left side is the condition
and the right side is an integer 0 < P < 225, defining the possibility of a structure described
in & (where P = 0- is the impossible case, and P = 225- the situation of highest possibility).

2.2 Dictionaries

The UNL-NL or NL-UNL Dictionary is a bilingual dictionary linking entries of the UNL
Dictionary to entries of the NL Dictionary [4]. UNL-NL dictionaries are used for Generation
process, while NL-UNL dictionaries are for Analysis. Those are lists of lexical items with

their corresponding features. The structure of a dictionary entry is presented below, along
with several examples:

[NLW] ID “ UW (ATTR, ... ) < FLG, FRE , PRI >;
Where:

NLW (Natural Language Word)
The lexical item of the natural language. Its format is decided by the dictionary builder.
It can be:

e a multiword expression: [United States of America]
e a compound: [hot-dog]

* a simple word: [happiness|

® a simple morpheme: [happ|

s a non-motivated linguistic entity: [g]

« a complex structure: [[bring) [back])

o a regular ekpression: [/colou0.1r/)

1D
The unique identifier (primary-key) of the entry.

UW(M ord)
Iniverasl of UNL. This field can be empty if a word does not need u UW. It
can also be a regular expression.
ATTR
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The list of attributes of the NLW (separated by ,). extracted out of the UNDL Foundation

tagset,
ELG .
The three-character language code according to ISO 639-3.

FRE
The frequency of NLW in natural texts. Used for natural language analysis (NL-UNL).

1t can range from 0 (less frequent) to 255 (most frequent).

PRI : S

The priority of the NLW. Used for natiral language generation (UNL-NL). Ranges from
0 to 255.

3 The Development of Interactive Converter for IAN and EUGENE

The programs developed for sentence transforming from NL into UNL and vice versa, are
based on the same algorithm, which will be described in this chapter. The programs were
developed using Java2 programming language, which gives great versatility for their devel-
opment and applications. i

As it has already been mentioned, there are three types of resources necessary for the
work of the transformers: a dictionary, a list of transformation rules. and input sentences
(document). It is obvious that unlike the case of dictionaries and transformation rules.
where the syntax does not depend on the fact whether they are designed for the Analysis or
Generation, in case of input sentences this condition cannot be met, The Analyzer receives
NL text as an input, whereas the Generator receives UNL sentences, and even though UNL
sentence may contain its initial NL form, this information does not affect the generation
process itself. Later we will see that at some stage of the Analysis. the sentence is reformatted
into UNL, after which the main transformation process starts.

3.1 The Program Interface of IAN. The first Step of the Interactive Trans-
formation

For a better understanding of the application workflow. we will start by examining the
user interface of IAN. This is the program. which initiates the generation process itself,
considering the user presets. i :

We can see the WEB interface of IAN program on Img. 1. The parameters indicating
which resources are used by the program for transformation are shown on the left panel (a -
d). and the instruments for editing the resources and for initializing of the process itself are
shown on the right panel (e - k). : 1

The first section is “Dictionaries, which is the section for a dictionary selection (Img. 1a).
There are two options of dictionary input. The default option is the requésting dictionary
entries from the databose (in “Img. 17. shown as ~Dictionary Editor). If the user chooses
this option, he/she will see the subsidiary application Dictionary Editor on. the right side of
the screen. where he/she can open the necessary dictionaries. edit, delete and add new ones.
The converter. by checking the source of dictionary. will use only the dictionaries chosen by
user. In the Dictionary Editor the user can also compile the necessary dictionaries from the
database into a file and use this compiled dictionary for the transformation. This type of
dictionary is shown in * Img. 17, above the Dictionary Editor option.
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Fig. 1 1AN Application.

The “Rules section is placed under the Dictionary section. This section indicates the
transformation rules to be used (Img. 1b). As in case with the dictionaries. the user can
open the transformation rules editor and mark the necessary sets of rules from the database.

" He can also compile these sets from the database into a file and give it to the application
input.

The next section is the section of disambiguation rules “DRules (Disambiguation Rules,
Img. lc), the analogous section of transformation rules. IAN does not require disambiguation
rules for the process.

The last section of resources is the “NL Files section (Img. 1d), where the user selects
the text document of NL sentences for the input.

By pressing the Process button the user receives access to the section, where he can

. initiate the transformation. First the program checks whether all the necessary resources are
given and then, depending on the chosen language (Img. 1f), splits the text document into
sentences. Then, according to the number of sentences. buttons. indicating each sentence.
are created (Img. 1h). The selected sentence is converted into UNL and the trace. together
with the final result. appears on the screen. How thorough the transformation is described
in trace, depends on the value of “Trace Leve | (Img. 1g) feld, set by the user; “None (final
result only), “Minimal. “Average. “Detailed (detailed description), and “Manual (detailed
description with the possibility to interfere in the process of choosing the convenient rule at
any stage of transformation). When you press the button indicating the sentence number. the
program checks whether the “manual WSD (Img. 1g. WSD - Word Sense Disambiguation)
option is selected. WSD is a process, during which the sentence is splitted into words.
phrases or other elements. and then those elements are matched with universal words from
the selected NL-UNL dictionary.

If “manual WSD is selected. then the user can also control both the process of sentence
splitting and the process of the UW matching. In this case when the user presses the button
indicating the sentence number. the process of manual WSD is launched first. Depending on
the type of chosen dictionary (database or compiled). different algorithms will be used for
dictionary entry retrieving and matching. The matching algorithm for compiled dictionary
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is described in the article [3]. here we will describe the dictionary matching algorithm for
dictionaries loaded from the database.

In order to find matches from the dictionary. it is necessary to split the sentence mﬂnll
possible ways. Thereby. for the sentence with the length of n symbols, we can have E]k

parts. After receiving all possible parts of sentence, an SQL query is constructed and”“;
mthuda&nbmlnorduwmdmnﬂpuuibhdicummymtﬁauﬁ:hvaluesinHW fiel
matching any indicated part. The algorithm works regarding the principle of “the longest
first, giving the preference to the matches with the largest number of letters or symbols. For
example. if for the word “republic, dictionary entries with the identical HW field are found.
then they will be the entries, that are considered as a match for that word, and the entries
with HW values of “public, “pub or *re will not participate in the matching process fWP-“"
part of the sentence anymore. The “Img. 1j illustrates the situation where the sentence “boy
kissed a girl went though the matching process and. four suggestions were given as matches
for the word “boy. Actually, there were other suggestions for this part of the sentence (for
example- “b). but because dictionary entries with value “boy in HW field are also found.
then shorter matches are not considered anymore. Consider the case when the principle “the
longest first prevents from choosing the correct entry. Let's take, for example, a sentence
including the following phrase: “ this vitamin actively. In this case the WSD process can
choose the following division “this, “ . “vitamin a. “ctively, even though it will not find any
matches for the part “ctively. In that case the user can change the automatically chiosen
division. The double click on the sentence line will show him/her the text division of the
sentence in the text form of “this-- --vitamin a—ctively, where the chosen parts of the
sentence are separated by “— symbol. By adding. deleting or changing the position of these
symbols, the user makes his/her own division. thus, improving the result of the matching
process. This opportunity is the very first milestone for realization the idea of the interactive
process of NL-UNL transformation,

Later on, when examining each part of a sentence, a window with a number of sugges-
tions will open for that part, giving a short description of each suggestion (Img. 1k). The
suggestions are sorted in descending order of the field “frequency (the matches are presented
as dictionary entries. and NL-UNL dictionary entries use “frequency fields in order to de-
termine the priority of the entry). The first suggestion is the chosen by default (with the
highest value of the “frequency field). The user is given an opportunity to choose another
suggestion as a match. The user can also define this part of the sentence as a. “temporary one
(Img. 1k: suggestion *|TEMP)] & temporary element). Generally we define as “temporary
the parts. which do not play any role by themselves, but can characterize another part of
the sentence or even the whole sentence, For example. in the sentence “boy kissed a girl the
letter “a is nothing more but an element. showing that the word “girl is indefinite. There

“is also a *Disregard option. By selecting this option the user removes the given part from
the sentence (Img. 1k: suggestion “[Disregard] this node will be ignored during processing).
The possibility to revise the choice of the dictionary entries for each part of the sentence is
another precondition for the interactivity.

When all the parts of the sentence, recelve their matches the WSD process is finished.
By pressing the “Finish button. the user orders to start the transformation process,

. In case the option ~manual W8D is not selected the process is analogous to the previous
one. the only difference is that; the division and selection of suggestions is done automatically.
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4.2 The Couversion Process

As it was already mentioned. the conversion process is almost identical for both directions
(Generation and Analysis), and the only difference between them is the direction of the
transformation rules, If the Lransformation rules have the RR, RL. LL direction. then there
will be & transformation from UNL sentence into NL (Generation). and if the rules have the
LL. LR. RR direction, then the NL sentence will be transformed into UNL (Analysis). When
we want to make the algorithm to work in both directions. we need to satisfy the condition
where input and output data is the same type (match the same syntax) in both cases. We
aiready know that it is impossible to present UNL sentence as an ordered list. without any
transformations. this means that in order to accomplish the condition mentioned above we
will have to present the NL sentence in a way corresponding to the UNL syntax. The fact
that after WSD process the sentence can be presented as an ordered list of Universal Words,
which in its turn can be presented as a UNL sentence (where the relations are replaced by
the list of Universal Words), will be of great help.

Thus, instead of an NL sentence, a UNL sentence will be given as an input to the Analyzer,
and only after the process of transformation the UNL sentence will correctly reflect the given
NL sentence.

Thus. a UNL sentence is always presented to the program, so the direction of the process
depends only on the transformation rules direction. In our case the rules run the process in
the direction of UNL relation creation (LL - LR - RR). The UNL sentence objects have two
main arrays; one arrays contains all the relations, and the other one - all the nodes. The
aim of NL-UNL transformation rules is to create UNL relations, based on the content of the
node array. gradually emptying it and filling the array of relations. '

3.2.1 The Process of Automatic or Interactive Application of Rules

Before starting the process of rule application. the program receives a document containing
UNL sentences, o list of the dictionary entries, chosen during the WSD process (manual or
automatic), lists of transformation and disambiguation rules, and the numbers of sentences,
that should be used for transformation.

The, rule application algorithm is cyclical, and in order to avoid loops. we use loop
revealing algorithm and we also set the maximum number of rules application. When the
maximum number of rule applications is reached. the transformation process stops.

The rule application process is the final stage of transformation. It is not difficult to
notice that it is very important to provide the user with an interface of rule application
control. In order to be able to interfere in the process of appropriate rule choosing, the
user should choose the ~Manual trace level option before beginning the transformation. In
that case. the program processes the transformation and gives the result with a detailed
description of the rule application process, giving a list of the applicable rules for each step
and the applied rule itself. Here the user can change the choice of Lhe program by selecting
another applicable rule of his/her choice. After the choice is made. the process launches
again. but this time considering the user choice for the given step. We can continue this
way. by selecting the most appropriate rules for each step of conversion.

Thus, we can say that the mission of interactivity is complete. due to the possibility of
user interference into any stage of transflormation process.
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4 Self-Learning

Despite the fact that the interactive transformation process helps us to improve the "m:{f.;
mation results. it is obvious that it may be rather inconvenient to make the same correcti =
in many similar cases. and sometimes even impossible (for instance, processing documenid
containing thousands of sentences). A need for a new feature, which will allow us to ave
continuous corrections of common mistakes, emerges. In order to develop this feature. there
are two steps that need to be completed:

o Development of a method of user interference analysis (learning).
o Application of the knowledge gained during the process of education.

It was decided. that the most convenient ways of user interference analysis and application
of this experience is the automatic generation of the disambiguation rules. expressing User
preferences, and adding them to the disambiguation rules list during further transformations.

5 Conclusion

We had a goal to develop new software for NL-UNL transformations, which would be able
to eliminate the previous software shortcomings and offer new algorithmic and technical
improvements. The newly developed system LILY resolves all the mentioned issues, offering
new more flexible grammar rules, improved algorithms for fast dictionary search [5] and rules
matching. The transformation process can 'be both entirely automatic and interactive. nok
only allowing the user to trace the transformation process but also easily control it. The
Interactivity of the process gave us the possibility to develop a mechanism. allowing the
system to train and improve the quality of the transformation results. This facility becomes
a breakthrough on the way of grammar rules development.,
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Phwlwi bqund GwhwnwumpymGibph hwdplnhwmp guigujhG
ibiqup b hwlwnwyp thnhwibpydwl hwdwp Bpfunuwlwi
wignphpuh Wwhnuip b Yhpwnnuip

U. Wibwnpuywi
Widthnpnul

Utip wpgb npywd tp Julinhp’ Szwlby Gop dpwqpuihl bwiwywng NL-UNL tpyynniwGh
thnfuwlbpumdGbph hwdwp, npp Yywpmnulw moby Gwjunpg dpwgpughG dhengGbph
yppwntwé htwn Juwuywd inhpibpp b jwunwewnlh Gnp wignphpdwlwi L whGhijuwi
imémifkp: Lop Guijuws LILY hwdwhwpgp momd t pmop Jbpnbhzjwy fulnhpGhpp,
wowgwphbym] YuwinGGbph Ghplujwgdiwl Gop m 6Gymbwgwd whup, pwnwpwluhl
ipfwnpiwl L GunGibph buwdwwuunuuwlingwl bhwdwp Gzwijwd wignphhdbp:
Onjuwltipuydwl pipwgpp wydd Yupnn b jhGb; wdpnnenyhl unjuindwnwgud Yud
ypuwwynniwwnwgfwd (hlubpulnhd), poy) nwin] oguwgnpdnnhl ny dhyw)G hnlby
hnfuwlbpuydwl plpwgphl, wy) Gwh hbzumpjudp Ywowdwpb) w)b: <unfwlunpgh
bplfunuwlwG |hGbp, pindtooud £ Gnp hGwpwynpmpyniG dwhbm Seluwlhqd, npp poiy
yuw hwdwlwpghl umippby b pwpépuglty tnfuwlbpudwl wpnnibpGsph spuyp: Wu
hwpuninpnipyniGp Yuplnp pwy| t phpwlwiwlws YwanGGbph qwpgwgdwG huwdwp:



