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Abstract

This paper is devoted to logarithmically asymptotically optimal hypotheses testing
and identification for & model consisting of two stochastically related objects. It is
supposed that Ly pessible probability distributions are known for the first object and
the second object is distributed according to one of L; x La given conditional distri-
butions depending on the distribution index and the current observed state of the first
object. The matrix of interdependencies of all possible pairs of the error probability
exponents in asymptotically optimal tests of distributions of both objects is studied.
The identification of the distributions of two objects gives an answer to the question
whether rj-th and rp-th distributions occurred, or not on the first and the second

objects, correspondingly.

1. Introduction

As a development of the results on multiple hypotheses testing concerning probability dis-
tributions of one object [1] in paper [2] Ahlswede and Haroutunian and in [3] Horoutunian
formulated a number of problems on multiple hypotheses testing and identification for one
and multiple objects. Haroutunian and Hakobyan considered in [4] the problem of many
hypotheses testing and in [5] the problem of the indentification of distributions for two in-
dependent objects. Solutions of analogical problems concerning Markov distributions are
obtained in works of Haroutunian and Grigoryan (9], Haroutunian and Navaei [11]. In [7],
[8] and [10] Haroutunian and Yessayan solved the problem of many hypotheses testing for
two objects under different kinds of dependence. We study characteristics of procedures of
logarithmically asymptotically optimal testing and identification of probability distributions
of two stochastically dependent objects.

Let X; and X3 be random variables (RVs) taking values in the same finite set X and
P(X) be the space of all possible distributions on X. If X; and X3 take values in different sets
&) and A3 only the notations became more complicated, so we omit this “generalization”.
There are given L, probability distributions (PDs) Gy, = {G,(z}), z* € X}, l; =T, I, from
P(X). The first object is characterized by RV X; which has one of these L; PDs and the
second object is dependent on the first and is characterized by RV X3 which can have one
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f Ly conditional PDs Gum = {G&[;I{I’III). 2,22 € x}, L = m’!’ — m
;etz}x:,i:) = ((=1,73) {:}.:%).'...(z}w.s},}) be a sequence of results of N independent
ohservations of pair of objects. Joint PDs Giu(@ %), b = T I, b = T,I,, where
G, (@4, 2%) = Gu,(7)Guym (#*12"). The probability Gf!, (X1,X3) of vector (x1,X3) is the

following product:
N
Gl (1, xa) = Gh ()G, (xalxa) = Hl Gy, (z3)Gp (Zhl2n).
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N
with GlY(xs) = 11 G () and Gl xabis) = I, Guan (45172

For the object characterized by X, the non-randomized test ¢ (x1) can be determined by
partition oftl:es.nmpl-:tepaoer't""onIadjx;juini;subaenui,":r ={x1: oV0a) =0}, h=T1T,,
je. the set .LAN consists of vectors x; for which the PD Gj, is adopted. The prob-
ability afl, (') of the erroneous aceeptance of PD G, provided that G, is true,

ly.my =T1.Li. my # b, is defined by the set AfY
offm (1) £ GI1(AD)-
We define the probability to reject Gm, . when it is true, as follows
o (1) = .ﬁtm offim (@) = Gl (AR,)- )
1 i

Denote by ¢1. 2 and @ the infinite sequences of tests. Corresponding error probability
exponents Ej,jm, (1) for test i are defined as

_ By (1) £ E = }—t,-losa&‘}',... (@), m.b =T.L. (3)
For brevity we call them reliabilities. It follows from (2) and (3) that
Em:lmn{'Pl} = !f&é&l Ehlm (Pl]‘ Ilr-mvl = I_LT 11 -‘}5 my. (4}

We shall reﬁ:rmulat.e now the Theorem from [1] for the case of one object with L, hypotheses.
This requires some notions and notations. For some PD @ = {Q(z!),z' € A} the entropy
Hg(X;) and the informational divergence D(Q||Gy,), & = T.L;. are defined as follows: :

Hq(X) £ - T Q(#")logQ(="),
zleX

D(QlIG,) & Q(=")
@62 T Qios g, oy

- =F?rqa1?;|'1=lpo;iti'v; mm:bem B, oy Ep1jz—1, let us consider the following sets of PDs
7?'ll = {Q : D(QIIGII) S Ehu']}r lI. = 1! I; ¥ 3 1! (56)

Ri, 2 {Q: D@IGL)> By b=TL=1}, ()
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and the elements of the reliability matrix E* of the LAO test:

ETII‘J =Ei-lll|'[‘slllhj g‘ﬁl“l' L=T1TI -1, (6a)
By = By oy (i) e Qie% DQ|Gpm,)y miy =TIy, my # b, h =TI —1, (65)

ELimy = Epymy (Baps Eap- s By —1124-1) E Q&fh D(Q||Gm,)s my =T.L; =1, (6c)

- 4 i
Ej = Efn (Bap- Bapgs o Egy-aj—1) = :.-ET%ZTE‘-‘K‘ P (6d)
Theorem 1[1]: If all distributions Gy, Iy = I,L;, are different in the sense that
Dij,”Gm,] > 0, h ,‘ my, and the paaibbe numbers E‘”], B)p. ---:EL-ll.L-—l are such that the
Jollowing inequalities hold
Eyy < min_ D(G,[|G)).

e e e ek i A e SR (7)
Enuhm < min{ I_ﬂ.l_._ﬂ_i_’_D(Gg,”Gml}' ‘I_%Eﬁhm(ﬂmln' m =12, I1 =1,

hy=mi+1.Ly

then there exists a LAO sequence of tests o}, the reliability matriz of which
E* = {Ei,jn, (#])} is defined in (6) and all elements of it are positive.

Inequalities (7) are necessary for existence of tests sequem with reliability matriz
E having in diagonal given elements Ey, , b =1, Ly — 1, and all other elements positive .
Corollary 1: If in contradiction lo conditions (7) one, or several diagonal element E,y,,
L € [1,Ly = 1), of the reliakility matriz are equal to zero, then the elements of the mairiz
determined in functions of this E,;, will be given as in the case of Stain's lemma [11], [12]

E':,pmtElsll]} - D(GIIIIGml)I m =m| my # !lr

and the remaining elements of the matriz E(p*) are defined by Eyp, > 0, ) # my, |} =
1, Ly — 1, as follows from Theorem 1:

Bl = q.oxaiiyssy, D(@lIGm ).

E; = inf D(Q||Gm,y)-
Lk ™ . DGl By =TT (QIGom)

2. Identification of the Probability Distribution of One Object

First it is necessary to formulate the concept of LAO approach to the identification problem
for one object, which was introduced in [2] and (3], see also [10]. We have one object, and
there are known L; > 2 possible PDs. Identification is the answer to the question: whether
ri-th distribution is correct, or not. As in the testing problem, the answer must be given on
the base of a sample x with the help of an appropriate test.

There are two error probabilities for each ry € [1, L;]: the probability ay,yr pmy=r; (¥n) to
accept [-th PD different from ry, when PD 7, is in reality, and the probability a,mr jm;¢r; ()
that ry is accepted, when it is not correct.
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. coincides with the probability crjr, (1ox) which is equal
to Tg pf-:ﬁ;ng. e torresponding (o eliabilty Eiyrimi=r: (2) 18 eqal 0 B, () which
Iy:h¥n
satisfies the equality (4). ine the optimal
s ol identification means to determine th opt dev_endenoe of
Reliability approach to I =E;Ih.wmchmbammedwlueunafyingmn.

g‘:';' .""Im(;f ;;T;nuon of fﬁwﬂl& uses knowledge of some a priori PD of the hypotheses,

9] is valid for the first object. Vi
The result from paper (2] is valld 6% 778 oM, under condition that the proba-

Theorem 2: In the case of 1. (2 2
bilities of all L, hypotheses are positive the reliability of Epymrs|mrs JOT given Biigir, jmy=ry, =

Ep,|r, is the following:

Eyyerspmiper (Brir) = , 200, owtelai?.f}s&.,u.. D(QlCm): ™ € [L La].

3. LAO Testing and Identification of the Probability Distributions for Two
Stochastically Coupled Objects.

The test. which we denote by &, is a procedure of making decision about unknown indices
of PDs on the base of results of N observations (x1.Xa). For the objects characterized by
X;. X, the non-randomized test ®” (x1.X2) can be determined by partition of the sample
space (X x X)¥ on Lnx Ly disjoint subsets AfY;, = {x1.%3 : &N (xy,%2) = h.b}. L =T.L,.
I, =T,I; i.e. the set AY, consists of vectors X1,z for which the PD G, s, is adopted. The
probability oY, rm{d#}::I ) of the erroneous acceptance of PD Gi, j, provided that G,y is

true, ll:l“'l'.l =1| l-tmﬂls”_-n (mlrm!# (lllb) iSdeﬁnaj byt\he set Aih;.h

“ﬁhhm-m{(b") & G:..nn("“i}:’.h)‘ (8)
We define the probability to reject Gm,m,, When it is true, as follows
cﬁmﬁulm; Jma (M) g E “{:’.lﬂm.',mg (QN) = Gg. g (]z, ,mg)‘ [9}
(hda)(myma)  °

We study the reliabilities of the sequence of tests ®
Eh-h!ml.mn(‘m & E N loﬁﬂirj,pm.m {0"): h,m = I, bym = 1,L,. (10)
From (9) and (10) we have
Eny malmy ma (®) = (l: hg&:.m)

We call the matrix E(Q) = {Elllklmlm(Q)' L,m = I,E, lh,mp = ,Ef the rehal:uhty
matrix of the sequence of tests $. Our aim is to investigate the reliability matrix of optimal
tests, and the conditions ensuring positivity of all its elements.

We use some notions and estimates from [12], [13]. For given positive num-
bers Eyapgy e By ta-1jtiza-1, let us consider the following sets of PDs QoV £
@V, 2 € %) i el

Eiy imama (@), bymy =T Lo, b,my =TT, (11)
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Rip 2 {Q0V : DQoVIIGis) S Bnsnnds b=TIhb=ThL=1  (120)

Riuta = {Q0V : DQoVIIGun) > Bupins: b =TI =T5—1}, (125)
and Lthe elements of the reliability matrix E* of the LAO test:

B i is = Bny s Buuatin o) £ Enyiyiiee b =TI b =T =1 (13a)
Ea Jatey oy = ﬁhlﬂllm(&lhﬂlh} é QOJE;;,_;, D{Qovllaﬂlh'ﬂu)r m = |I1» my = wE

“l-‘])#(mhﬂh): [} =rn'£2=it£-i (136)
E}, tajonrma = ELy Lajmy ma (Branss Brana: Erapse Bty ta-1t, 2a-1) £
worl¥, . DQoVIGonms). 1 = TLi,my =TI =1 - (130

B}, tattota = Byttt 12 (Brina Brgin 2, Bus 3eees Bpy tn-1its2a1) 2
:.Ttinz,‘h-m'i:}!,":‘-—lg"'"’"""“' (13d)
For simplicity we can take (X3,X3) =Y, XxX = Y and y = (41-32.-.un) € IV,
where y, = (z.22),n = T.N, then we will have Ly x L, = L new hypotheses for one ob-
ject Gyy(xg.xa) = Fily), Gia(x1.X2) = Fi(y). Gra(x1.x2) = Fa(y).....C1.1(%1.%a)
Fry). Ga(xy.%2) = Fpa(y).Ghp.%2) = Fu-nusnly).b = TLLL
L. a1, by = Oy b = TLn, b = 1.1, By syimiymg = Epgy- b = T ly = TI
and thus we have brought the original problem to the case of one o‘Lject with L hypotheses.
Now we can reformulate Theorem 1 and Theorem 2 for these notations:
Theorem 3[1): If all distributions F}, | = 1,L, are different in the sense that
D(Fi||Fw) > 0, | # m, and the positive numbers Ejy,, By, ..., Ej,_yy;._, are such that the
Jollowing inequalities hold

(]

Eyp < min D(Fi||F), i
B < i 15 D). i B (), i = BT,

then there exists a LAO sequence of tests ®°, the reliabilily matriz of which
EY = {E,,.(9*)} is defined in (13) and all elements of it are positive.
Inequalities (14) are necessary for existence of tests sequence with reliability mairiz
E' having in diagonal given elements Eyy, , | = T,L =1, and all other elements positive.
Theorem 4: In the case of distinet PDs Fy, F3, ..., Fy,, under condition that the proba-
bilities of all L hypotheses are positive the reliability of Eiimgy for given Ej\... = E,,, is
the following:

B riope (Egy) = miny Q.V:D(QEH-}SE:"

Remark 1: The problems of hypotheses testing and identification for more than two

stochastically dependent objects can be solved analogously, only the notations for error
probabilities and corresponding reliabilities will be combrous,
Remark 2: If we try to consider the test ® as composed by a pair of tests ¢ and @
for the separate objects: ®V = (f, &), we will see that for N large enough the error
probabilities of second object don't approach 0, so it is impossible to solve these problems
with the methods similar to applied in [8] and [10] .

D(QoV||Fy), r € (1,L).
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Uwnnfuwumplynpbl Yuiujw opjbljnGiph hwjwGwlwGwihG pwylumdibph
(ywwndwdp Juphuwdtph vnngquwi L GnyyGwlwiwgiul
hnwuwihmpjwl dinnbgiwl dwuhl

b. W dwpmpymbywi L U. O. buwjwl
Widthmhnud

Hhunwplywd b vnnfuwumhynpbl Ywhuyuy Gpln opjblmGbph GYwmdwdp JuplwdGbph
uuinigiwl L Gnyylwlwlwgdwl fulnhplbpp: Unwehl opjbljwip Jwpnn b pwzhujwd (hiby
wpfuwd hwjulwhwlwhl pwylunudlbphg dbyny, huy bpypopnp Ywhiwd wnwehbhg,
npfud wuydwliwlwl hwiwiwiwiwhG pwzuniGbphg dbym): NwmdGwuhpdb t
Juplwolbph oupunpiiw) whumunjnpdwl nhwpmd bpyn opjbljnlbph Gyuumiudp v Geph
hunjwlwljwlmpymGGbph gmghyGbph  (hnwwihmpmGbph) thofuwhjwdmpymip L
uwnwgyby £ bplyn unnfuwuwhynpbl wiuyw) opjblwibph hwdwiwlwGwhi puwpfunuiGhph
wuhdwwnunnpbl owwmhdw) GoyGwlwiwgiwi fulinph [monuip:



