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Abstract
In this paper we present some additions to results on logarithmically asymptotically
optimal identification of probability distributions of two independent objects, published
by authors in 2007.

1. Introduction

The problem of identification of distribution for one object was considered in [1] and for
two objects in [2]. We revealed certain in formulation and proof of the Theorem about
identification in [2]. Similar inaccuracy is remarded also in paper [3]. It is convinient to
apply the definitions and notations of the paper [2]. We present here complemented proofs.
also we add some assertion in the formulation of the Theorem.

Let X; and X3 be independent random variables (RV) taking values in the same finite set
X with one of M probability (PDs). they are characteristics of corresponding independent
objects. The random vector (X), X2) assumes values (z',2?) € X x X.

Let (x1,%3) = ((2},23). ovey (2}, 22 ). oos (2} TH)); @ € X. i = 1,2, n = T, N, be two-
dimentional vectors of results of N independent observations of the pair (X;.X3;). The
statistician must define unknown PDs of the objects on the base of observed data. The se-
lection for each object must be made from the same known set of hypotheses: H,, : G = G,,.
m =1, M. We call the procedure of making decision on the base of N pairs of observations
the test for two objects and denote it by ®x. Because of the objects independence test ®y
may be considered as the pair of the tests ), and ¢}, for the respective separate objects.
We shall denote the infinite sequence of compound tests by ® = (', ¢?).

Let g, tyjm;,ma(Pn) be the probability of the erroneous acceptance by test @y of the
hypotheses pair (Hy,, Hi,) provided that the pair (Hp,, Hm,) is true, where (my,m;) #
(h,la), my, Ly =T M, i = 1,2. The probability to reject a true pair of hypotheses (Hp, , Hp)
is the following:

aﬂumlmm(q’ﬂl B Z QG lajmy,ma (®n). (1)
(ly,ba ) (my ,ma)
Corresponding limits Ej, jym,,m,(®) of the error probability exponents of the sequence of
tests &, are called reliabilities:

By gy jmy m (®) 2 E- % log &, jajmyma (BN), mui=T,M, i=1,2. (2)
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It is clear that
Eﬂuﬂu_hm_.m (%)= (ll.h)?(iﬁnm) El:-hlﬂ:mtéj- (3)
Jogarithmically asymptotically optimal (LAOQ) for the
values of certain 2(M — 1) elements of the
maximal values for all other elements of it.

Huewecellthe‘mtsequeneedt' itk
model with two objects if for given positive
reliability matrix E(®") the procedure provides

9. Identification of Probability Distributions of Two Independent
Objects.

For identification the statistician have to answer to the question whether the pair of dis-
tributions (ry,73), r1,72 € [1,M] occurred or not. Let us consider two kinds of error
probabilities for each pair (rj.7s). We denote by aff, s r)i(m:ma)=(rira) the probabil-
ity. that pair (ry,72) is true, but it is rejected, that is accepted pair {I.J,) do not coin-
sides with (ry,7;). Note that this probability is equal to probability &, rr.rs (®n) in test-
ing. Let oy pyyery,ra)](m ma)(ri.ra) be the probability that the pair (r1.72) is accepted,
when it is not correct. The corresponding reliabilities are B, ta)e(ri,ma)lfmima)=(rim) =
Ery.cairirs 809 Bl tyym(ryra)limima)(rya).  Our aim is to determine the dependence of
Etty Jamtes sadi(mima)itra.rs) OD 8iVeD By, ryjr, ry during optimal. that is LAO, identification.

_ As in [2] we assume that hypotheses G,.Gs. .... Gy have a priori positive probabilities
Pr (r). r=1, M, and consider the following probability:

a" ] Pr”((ml. mﬂ} 7"' (rl'r?)t UI-I’} - {1“1,1‘3)) =
(I1.Ja)=(r1.r2)](my,ma)eb{rs.ra) = T Pr((my.mz) # (r1.12)) -

Cry rafmyma PE(M, my)
— (muma):(my ma)st(ri.ra)

= Pr(my, mz)
(nryma)dh(rira)

Using this expression, we can derive that
Emmtrmmmadprired = o o B s ma- @

For every test & = (¢1, 1), such that Ey,jm, (@) > 0, i = T,Z, from (4) and Lemma from
[2] we obtain that

By o)1 ra) | (my ma)(riira) = mlnlm‘?ﬂl En{. I "E:-E, Eggm,]l (5)
where Ef |, and B[}, are elements of reliability matrices of correspondi j
iy y 8 trict : ing objects.
“mmmmdmﬂdmmwmmm&mnﬂom
Ernnirira =, min _ (win(Bp s Brl,)) = min (B, E,) - ©)

Let us denote for brevity
A(r) = gjn D(GI|G:).
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Lt P = {® = (p1,92) © Eoninrs(®) = Ensiniin} be the set of tests the relia-
bility matrices of which have diagonal elements equal to some preliminary given number
Ey, rairsa- For each test @ € P we can obtain value of corresponding reliability of iden-
tification B, fy)e(r,.rs)j(mymsiédri.rs)- We must choose such a test, for which the reliability
Et, Jsy=try ra)i{my mma)p(rira) I8 the greatest. For every test & = (11, ¢2) we find the reliability
Ely Jyyetryra)llmy mahbtry,ra) DY €quality (5), for which we must find the greater values of reli-
abilities B/, (¢) and E[f, (¢2). But only matrices corresponding to LAO tests can have
such properties. Hence, Iﬁg selection must be implemented from the set * = (i}, 93) of
LAO tests, such that By, rairs ra(9*) = Bry ryiry-

From Theorem 1 of paper [4] we see that the order of hypotheses is important in formu-
lation of conditions imposed on diagonal elements of the reliability matrix. This conditions
depend on elements which are defined by preceding diagonal elements. But if we consider
the element £, as the element Ey, it will be possible consider the conditions formulated
only by distribution G,,, m = Th Passing to the problem of identification by (5) we
cun see that it will be usefully to change numeration of hypotheses obtaining formulation of
corresponding conditions by distributions G,,, m = 1, M only.

Assume that B, v, r, = Ely, 80d By, rir,ry = B}y, < E}l.,. According to the above
mentioned argumentation the number E,, ryjr, »s = E7,,, must satisfy the condition for being
LAO test. i. e. Ey, ryiry.ra € (0.A(r1)). Then we get the best test 3; for the first object. from
which we will obtain the lezst value in the column 7; of the reliability matrix. It remains
only to define the test for the second object applying the condition that its dingonal element
E,yiry i 10t less than By, yiey ey = BLy,,. From the tests with such property we will select
only one requiring that elements in the column r; are greater than corresponding elements
of the other tests.

Consider a set of numbers K = {E : Er, nirisa < Ergra < Alra2)}. We introduce this
numerical set with the goal to include into consideration all the LAO tests corresponding
to the second object with a diagonal element E,,, 2 E . Taking into consideration the
obtained condition we determine the following condition for the preliminary given number

Brunirin < min[A(ny), A(ra)]- @

For each E,,, € K there exists a LAO test such that elements in column r, of its
reliability matrix are greater than corresponding elements of other tests. To examine all
such tests we require that the second expression in (5) be the following:

pORC Eryjmns (Birajra)- ®)
Since the lower bound can only decrease when the set increases, we get
max _min E,,}..,(Eﬂh) = 'gl.E,Eulm:(Ennhn} .

E\g1rg €S myyfrs
The expression (8) takes its greatest value at the point B, rjr,,r,- We derive the following
estimate
Bty 3= (r1,r2)l(m1 ma){r1 ra) = MDD Lﬂ;‘j#' Erypmy (Eﬂ.nhn)u‘% Ergima(Er, .r:h.rn)] )]

where

Evim(Bri) = o polBf 5, D(QUIGm)-
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If we assume that Ernjnm = Ersirar we will again come to formula (9) for calculation
of By tayetrs ra)l(mima)lriora)s ‘where the preliminary by given elements By, ryjry,r» Must meet

If (7) is violated thmtherehshllitywhich_vminvuﬂgafemequal to zero.

Thcmah:resultiscanbefommlatednowmbhefouuwms_

Theorem. If the distributions Gm, m = LM, are_dg_ﬂ’_erent and the given strictly
positive number Er, vy Satisfy condition (7), then the reliability Eq jay=(rira)l(my ma(rs,rg)

is defined in (9). b [
If condition (7) is violated, then the reliability B, ja)m(r1.72)|(me1,ma)(r1,ra) ¥ equal to zero,
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