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Abstract

In this paper a discrete memoryless channel (DMC) with 2 sided state information
is examined in the sense of computations of capacity formulas and random-coding
exp ts. It is sh that computation of channe! capacily and lower bound of E
capacity requires a huge amount of computational resources and is rather slow when
implemented with traditional methods. Techniques are described how to massively
parallclize the computations by means of GPGPU and obtain substantial acceleration.

1. Introduction

Recent years channels with state information are actively evolving. Coming from applications
various cases are being developed depending on the state information availability at the
encoder, decoder, or on both ends. These data transmission models have found applications
in digital watermarking, information hiding, wireless communications.

The generalization of the channel with state information. where the sender and the
receiver have correlated but different state information (Figure 1), are studied in [1. 2]. The
channel capacity for the generalized model is obtained in [1]. The E-capacity is studied and
lower bound (random coding bound) of the E-capacity is derived in [2].
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Figure 1. Channel with two-sided state information

The computation of capacity and lower bound of E-capacity requires a huge amount
of computational resources due to immense number of possible probabilities. Traditional
sequential implementation running on a modern processor is rather slow. Parallelization
on multiple processors may cut the execution time ideally by factor of N, where N is the
number of used processors.
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Graphics processing unit (GPU) [3. 4] technology is chosen as a uompt.ltat.iom.l l'nbnc
because it contains a huge amount of microprocessors. The lalest generation of graphics
hardware contains couple of GPUs. As a result modern graphics hardware contains more

thon AEQ oicToEIGCCSS0IS wrhick hdp‘-_' to achiowe sianifinant sceslaration,
The paper is organized as follows. Definitions of basic information theoretic quantities
f the computa-

ned in the section 2.. The description o P
lower bound of E-capacity is

d impiemeniaiion deiuils

needed for computations are mentio
tional complexity and memory size needed for computation of
entlined in section #.. More description about chosen soiution an

can be found in section 4..

2. Notations and Definitions

lnthepaperupimlletm-smusedfurmdomvaﬁah[éu(ﬁw
in the nite sets Sy, S. U, X. V. correspondingly, and lower case letters s, 87, u. 2 Y for their
realizations. Small bold letters are used for N-length vectors x = (z1:...ZN) € A", The
cardinality of the set X we denote by |X|. The notation |a|* will be used for max(a.0).

The channel we consider is defined by a transition probability matrix W (y|z. 51, 82).
where z accepts values from input alphabet X and y accepts values from output alphabet
. The state information is described by a pair of RVs (S;, S3) with given joint probability
distribution (PD) @ = Q;0Q; = {Q" (51.82) = Qi(51)Q3(s2]s1). 1 € 5. 52 € S2}- N-length
sequences s, are available to the encoder and s, - to the decoder.

We use the following PDs:

Q = @1 0Qz = {Q(s1. 32lu. ) = Qs (1) Qa(s211, 7. 51). 81 € S1, 8, € S, u EU.Z € A},
P = Pyo P, = {P(u.z|s;) = Poluls,)Pi(z|u. 1), 5 € S, u €U,z € X. }.
V={V(yu.z.5.5).68 ES,n€eSH,ucld,ze X.yeV}.

Qo PoV = {Q(s1- 82|u, z) P(u. 2|5 )V (y|u, z. 51, 82) =
= Q1 (1) Po(uls1) Pi(z|u. 51). Qa(s2|u. . 5 )V (ylu, z. 51. 52).

s €ES.neESHueld,zeX.yel},

S].SQ.U.X.Y mkinsvalues

P'(u) = 'Z Fo(uls1)@Q:(51) (1)

P'(s2,ylu) = 1);; V(ylu, z, 81, 82)Qa(s2|u, , 1)@ (81) P (zlu, 51). @)

The mutual information fg, a (U A 51) is defined in the following way:

and I py(U A 5,.Y) is defined like:

Iopv(UAS,Y)= Y P(u)P"(sy, P"(83,ylu)
@.pv ) EJ (u)P"(s2 vlu)losz" PP (o2, 30" (4)
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All logarithms and exponents in the paper are of the base 2.
The divergence D(Q o PoV||Q* o Po W) is defined as:

DINaPAVIQ nPaW) = T Ol salu 7)Plu wla Wil 7 5y 22}
. 472y

« 15z A(81. 3210, Z)V (ylu, 7. 51. 52)
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The channel capacity for the considered communication scheme is obtained in [1] and is

equal to:
C(Q". W) = max[C'(Q". W. P)]
with
CUQ W, P) = I plU ASLY) — Js U A S3).
Note that with PD @ and W (1) and (2) will become
P'u) = %:Pb(ulh )Qi(s1)

and
P'(s2.ylu) = Y- Wylz. 81. 2)Q; (52181 )Q; (81) Pi (z]u. &1).
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Lower bound of E-capacity obtained in [2] is

+
RAE.Q\W)=minmgx - min . |RE.Q.W,Q.PV)

with
R(E.Q".W,Q.P,V) = Iqpy(U AS3.Y) ~ Ig,(U A S)+
+D(QoPoV||[Q o PoW) -
It is shown in [2] that when E — 0 (8) tends to channel capacity (6).

3. Complexity Calculation

(6)

.
3

©)

Now we evaluate how much computational resource is needed to find out the values of
capacity (6) and lower bound of E-capacity (8) for given inputs. From the definitions we

can see that the complexity of (7) and (9) is of the order
O(S:liu]) + O(|x]Is:]) + O(2)U]|S2|1V)

and

O(IS:iu]) + O(|1X(15:]) + OQIUIS2I1Y)) + OISl S: I X 11])
correspondingly.
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Expression (7) should be computed for each possible P and (9) should be computed for
all possible P.Qy.Qa,V PDs. For given S; and @ we have Qi(#) € [0.1] for all 51 €8
and

S f-N_.1

2 W21 = i

£l
The interval [0, 1] should be discretized in order to get finite number
divide the interval [0, 1] into segments of equal size and suppose that

I we egad @i{o1i) = 2 whee oy are natuial nuinbeis and § — 1, ..

of possible PDs. We can
Q:(s1) € {0.2. 3,1}

..|61] then we liave

LG
o T
which is equivalent to
181]
2 gi=n
Ll

The number of possible solutions for the above mentioned equation represents the number
of possible @, PDs which is equal to:

e )

ZP{::, z|s) = 1.

For fixed s; we have

So the number of possible P(u.z|s;) for fixed ) is equal to ("3H¥1T"). The number of

posmblte P(u.z|s;) will be (";ﬁ&i@;‘)m. Hence we get the following complexity for the
capacity

-1\l : :
(" 1) totsiia + otilisih + s (1)

Using the same reasonings we get that the number of possible Qy(szju,z,5) and
V(ylu, z, 81, 5;) and the complexity of lower bound of E-capacity becomes:

(n+ |81 - 1) (n + ul|lx) - 1)*5"(n +18] - 1)"1""“"(u +Y -1

paxis: 1152l
|Si—1 U x] -1 |52] -1 y|-1 )

[O(s:|iu]) + O(1x]151]) + O2UlIS:|IV]) + OIS [IS:1I|| X1 V])].- (11)

To get more insight about the magnitude of complexities we can consider a si
mple example
when am?:lest sets are taken l_31| = |S;| = U] = |X| = |Y| = 2. The computation of the
wﬁ r this example requires approximately 24(n + 1)® operations and computation of
ower bound of E-capacity requires approximately 56(n + 1) operations.



Architecture

Guad-Core. AMID Phenom 11 A20NMHAZ 1 Regniar (++  9RRh
Quad-Core AMD Phenom II (1 node) 3200MHz i POSIX Threads 6.13h
Intel Xeon (Arm Cluster) (4 nodes)  3100MHz 8 MPI 11.2h
Quad-Core AMD Opteron (4 nodes) 2200MHz 16  POSIX Threads 2.67h
Gerorce GTA 295 (1 GPU) 1240MHz 240 CUDA 32mn
GeForee GTX 295 (2 GPUs) 1240MHz 480 CUDA 16min
2 x GeForce GTX 295 (4 GPUs) 1240MHz 960 CUDA 8.5min

4. Description of Results

As outlined in previous section the number of operations needed for computations of capacity
formulas is dependant on partitioning level and RVs set sizes and even for simple cases
vast amount of computational operations are required. The sequential implementation is
extremely slow even for modern CPUs. The computations should be massively parallelized
to gain results in a reasonable time frame.

From the formulas (6), (8) we see that there is no data dependency [5] between calcula-
tions of (7). (9) therefore the computations can be done concurrently.

To compute the capacity and lower bound of E-capacity software applications with var-
ious architectures and technologies are implemented. The execution time of R.(E,Q". W)
for fixed E, @ and W for the examined architectures/technologies is reflected in the table
1

The GPUs are found to be the fastest due to their numerous quantities of microprocessors.
In fact, number of microprocessors in GPUs is growing at an extraordinary rate and over the
last decade the processing power of GPUs has been growing at a rate faster than Moore's
Law [6], which governs the performance growth rate of CPUs.

Previously the number of operations that could be performed on the GPU was limited
to certain fixed functions. I'hen GFUs have evolved to perform more and more operations.
The increase in data accuracy, sufficient .number operations combined with the increased
programmability have lead GPUs moving towards a more general purpose processor design
7, 8].

GPUs allow efficient utilization on single instruction multiple data (SIMD) [9] architec-
tures. The capacity computations can be viewed as SIMD type of computation, where (7),
(9) is the instruction which is calculated for multiple possible PDs. The results of (7), (9)
can be compared also in parallel by applying reduction principles [10]. The comparison can
also be treated as SIMD type application, where comparison operation is the instruction and
multiple data are the values of (7), (9).

As an example, we have computed values of C(Q*, W) and R.(E,Q*,W), when Q" is

sfsa 0 1
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and W (y|z. 5. 8) is
81/82 0
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The drawing above illustrates the graph of R.(E.@". W) for mentioned Q*.W. When
E — 0 the transmmmonmt.ewnvergestothecapac:t.) and when E = 1.5 the transmission
rate becomes equal to zero.
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