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Abstract

This article is devoted to the investigation of relation between really observed me-
teorological parameters and the forecast of the same parameters produced by a nu-
merical weather prediction system. A statistical correction method of the output from
the model of the system is suggested which improves the forecast by coefficient of
overlapping, root mean square error and Pearson’s correlation.

1. Introduction

Many different methods can be applied for prediction of weather parameters. The numerical
weather prediction (NWP) methods are based on the numerical solution of differential equa-
tions, which describe the behavior of global weather systems and use the power of computers.
The principles of NWP systems functioning are presented by Krishnamurti and Bounoua in
[1]. It is desirable that in addition to mean products NWP systems provide timely error cor-
rection of the forecast. As noted by Leslie. Fraedrich and Glowacki [2], there are two main
kinds of statistical correction schemes. those that correct the numerical model of NWP. and
those that simply correct the output from a dynamical model. The statistical techniques for
fitting the dynamical model output to real detected data is so called model output statistics
(MOS) technique. The technique statistically post-processes NWP forecasts and involves
determining a regression relationship between predictors (NWP forecasts, previous observa-
tion and climatological information) and predictands (observed weather elements). Hansen
and Emanuel [3] presented MOS exploiting for initial condition correction case applying the
previous states of system as predictors.

The regression analysis is successful in correction of defects in short-term forecast. For
medium and extended range forecasts it can be only used if problems such as the limits of
predictability and forecast breakdown are solved. The MOS technique combining with other
methods can be used not only for forecasts archive investigation but also for current forecast
correction and stochastic modeling to generate ensemble forecasts (see, for example, Clark
and Hay [4], Kumar, Maini, Rathore and Singh [5], Silva, Meza and Varas [6]). MOS tech-
nique is assigned to statistical web-analysis and correction NWP products and elaboration
site-specific guidance. The Meteorological Development Laboratory of the National Weather
Serves (NWS) [7] produces guidance for forecasters trough MOS. Description of the guidance
for short-term projection can be found by Dallavalle, Erickson and Maloney in [8]. Marzban,
Sandgathe and Kalnay [9] compared two postprocessing procedure MOS and Perfect Prog

59



60 Statistical Postprocessing of the Output from Numerical Weather g Epstert

(PP) in mathematicsl point of view and suggested a new real-time postprocessor combined

both of witch.

In this paper we investigate the quality of the air temperature forecast in Xl:er:‘::lwf?;" E'e?;
riod from 01.09.09 to 18.11.09. It is the purpose of this study to dmmthotmditiomﬂy
foracastmnbeimprwedowninstoxmlatiealpostpmceuing. Together wi i
used scores of the skill such as root mean square error (RMSE) and correlation coefﬁclf ent of
Pearson a new score, the coefficient of overlapping (OVL), measuring .f-he amount % : ;:,gree-
ment of two probability distributions is applied. Statistical properties and possibility of
practical applications of OVL are presented by Schmid and Schmidt in [10]. A postprocessor
correction method is found that improves the forecast regarding to all of three scores of the
gkill on the base of regression model. The offered modification of this aorrectlmn allo.wa: ta
enhance the future forecast. The facility for proposed analysis and error correction statistical
pmoedureisimplammtadlncreat.edanddevdoped for the territory of Armenia NWP web
environment presented by Khotsanyan in [11]-

2. Measures of forecast skill

Mean square error (MSE) and root of mean square error (RMSE) are used usually as descrip-
tive measures of forecast accuracy. If X = (z1....,zn) and Y = (31, .- yn) are vectors of
forecasted and actually observed values of some parameter and e = (e1, 1N €n = Tn = Un
is the forecast errors vector then MSE expressed as

1 2
MSE = Tv',,);, 2,
and
RMSE = vMSE. (1)

The assessment category for forecast is realized according [2] in following way. The
forecast is very good if RMSEZ< 2.5, good if 2.5 <RMSEZ 2.9, moderate if 2.9 <RMSE< 3.4
and poor if RMSE> 3.4. We shall also use such assessment in this work though hereinafter
it needs revision. The skill of forecast can be explored also on the graph of errors on the
time. For a good model, the forecast errors should vary in a horizontal band around zero.

As a score of the forecast skill showing chat real and forecasted data have the same trend
of the time frequently the Pearson correlation coefficient is applied
. E(-‘Cn —!}(ﬂn _m 4 (2}
Vi — 2 — 0

; The forecast is called correct if X and ¥ considered as samples from random variables
with denmtye functions gx(z) and gy(z) coincide on distributions. For these properties
checking in many works the scatterplot X versus Y is used (see, for instants [1] and [2]).

Departure of points on the scatterplot from straight line y=x indicates incorrect forecasts.
We shall use the overlapping coefficient [7] which sampling form can be represented as

(2 [ avm(@a)] 1A [ G (Um)
OVL(X,Y) =3 |+ T e
xy) z(m,i_im{l-;-m.(z,a}+~=.§”‘“{1'ar.iwml}‘ ®

where gix.n, (zn) and y,n, (z,) are kernel estimates of corresponding densities functions.

cor(X,Y) =
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Table 1: Skill scores for the forecast of the air temperature in Yerevan 01.09.09-18.11.09

[Forecest horizon (hour) | OVL | Correlation | RSME | Categories on RMSE
[ 00 0.759 | 0.704 4.25 poor
]’ 03 0.800 | 0.672 3.49 poor
i 06 0.695 | 0.0.930 3.22 moderate
[ 09 0.521 0.898 5.40 poor
r 12 0533 | 0912 | 579 poor
X 15 0.761 0.908 3.35 moderate
T ot 0874|0876 | 2.79 good
e 21 0903 0.811 2.80 good
24 0.837| 0.781 3.12 moderate
27 0.793 | 0.701 3.61 poor
30 0.739 0.912 5.31 poor
33 0582 | 0.890 5.30 poor
i 36 0.604 | 0.857 3.93 poor
= 39 0.733 0.919 3.67 poor
P, 42 0.801 | 0.905 2.91 moderate
i 45 0.797 | 0.838 3.17 moderate
T 0.740 | 0.835 3.25 moderate
P S | 0.701 0.745 3.67 poor
54 0.684 | 0.928 334 poor
ST 0580 | 0.923 5.24 poor
60 0.586 |  0.877 6.40 poor
63 0.653 | 0.937 3.85 poor
= 66 0.696 0.940 2.99 moderate
69 0.700 | 0.859 3.37 poor
B ) 0.650 | 0.878 3.55 poor

Obviously OVL(X.Y) = 1 if and only if the distributions of X and Y are equal and
OVL(X.Y) = 0 if and only if supports of the distributions of X and Y have no interior
points in common. The overlapping coefficient is a quantitative measure of the skill which is
sensitive unlike Pearson’s correlation to bias (systematic error) of the forecast. Below results
of estimation temperature air of forecast in Yerevan for 80 days over quality measures (1),
(2) and (3) are brought. The forecasted data set consists of predicted values of temperature
given for three days onwarc at interval three hours. Thus, each vector Ry = (71,1, ..., Ti,¥)
of actually observed values at hour t is compared with to three vectors of predicted values
Fy = (figs e Jen)s Frsan = (Faaay ooy frsaan) and Fiygs = (fea81, -0, frass,n) given in the
same day, on the eve and two days earlier respectively. Forecast skill scores are shown in
Table 1.

It is seen from Table 1, that only for hour horizons 18 and 21 forcasts are good. For these
forecasts least values of RMSE and largest values of OVL are obtained. The Pearsons
correlation coefficient is highly significant for all hours, but not connected with RMSE and
OVL. This fact confirms our a priori suggestion that main source of errors is forecast bias.
Thus, the considered forecast needs correction.
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3. Statistical postprocessing and error correction

Errors of the NWP model forecast can be corrected by statistical postprocessing of its output.
ing methods (MOS and PP) are based on relating

Both of the most popular postprocessing
regression model with predictand (weather parameter) R,

the forecast model to the linear
predicw:sV,.....V;,andmorsvectorZofthofullonﬁngform

R=q+qﬁ+...+c;,V;,+Z.

ular case of model (4) with two predictors which are NWP
on the eve R_;, namely

O]

In this study we consider a partic
raw forecast F and real data set observed

R=cgq+aF+aR +2.

The selection of predictors is determined by the propfl:ies of the foll?'wing forecast models

bias correction forecast F1 = F+ (Z—7), Z=4% )_,‘lz,.. F= ﬂ,—u);‘f,,. and persistence

forecast F* = R—;.

The persistence forecast assumes that the condition at the time of the forecast will not

change and is the best by probabilistic approach to prediction (see for details Gneiting.
reduces RMSE, F* maximizes OVL and

Balabdaoui and Raftery [12]). Since forecast F'1
the NWP model output F (as it can see in Table 1) significantly correlates with R, we can

expect, that their linear function
F2=cq+aF+al.

(5)

(6)

will improve the prediction in average on all three scores of the skill. Coefficients cy. ¢;. ;.
can be estimated according the regression equation (5) from different training samples. We
have chosen the whole considered data set (N=80 day) as a training one and apply obtained
estimates &(N), & (N) and &(N) to the same sample. Results of comparing forecasts F.
F1, F* and F2 with estimated coefficients are shown on Figures 1, 2. and 3.
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Figure 1. Overlapping coeffcient.
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Figure 2. Root mean square error.

As it is expected the forecast F2 is better in average than F. F1 and F* on scores RMSE
and Pearson’s correlation and the closet to the persistence forecast F* on the score OVL.
Thus if the estimates é&y(N), & (N) and &(N) were known beforehand, then taking them as
correction of the raw forecast F in model (6) we would be able to improve significantly the

prediction.
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Figure 3. Pearson's correlations.

To develop a real-time postprocessor, we consider the first half of the sample as training
and apply obtained estimates of the coefficients &(N/2), &(/N/2) and &(N/2) to the second

half. This forecast denoted F3 is compared with F** on the RMSE on the Figure 4.
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Figure 4. Comparision of real-time forecast F3 with persistence forecast F*. ] ‘
It can be stated that the coefficients are valid for the second half of sample, since, as it
is-seen from the Fig. 4, the forecasts F'3 and F* are approximately equal RMSE skill score.
The model in NWP web site [13] allow chose as predictors powers of forecast .amd previous
real values of the weather parameter. Moreover, the coefficients are not nessesarily regressien
model (4).

4. Conclusion

The example considered above showed that MOS-technique could be useful in correction of
the raw NWP forecast even in case of simple regression model. Meanwhile the main problem
is in exact definition of the period during which the regression coefficients estimated from
training sample can be utilized for making the forecast. Further investigation in this direction
would be devoted to the mentioned problem and elaboration of a real-time postprocessor.
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bnwwyh pdujhG Yubfuwnbudwl hunfwlwpgh
wprynilpGbph hwlwgpuijul Jopunizwlnud

S. lungwljwi, €. Uwhwljwi L b. Uwhwpjwul
Udthngho

Upfuwunmubpp Guppywd E ppufwlnd phuwpljwd L juwluonbowd dhlingl
onbplnpwpwiwlwl wwpwitnpbph hwpwpbpmpjwl hnwgnuniwbp: Unwewpljud
E Ywluuwwnbujwd ndywiltph nqqiwi Jhwlwgpuljul tnuwy, opp pupbumd
yuGfuunnbundp puin dwdlpfwdnipywl gnpdwlgh, dhehl pwnwinwwyhf ufuwh wpduh
L MhpunGh hwpwpbpulgmpju gnpdwlhgp:



