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Abstract

In this paper the problem of logarithmically asymptotically optimal (LAO) iden-
tification of distributions for two independent simple homogeneous zmlonuy Markov
chains with finite number of states is studied. The problem of identification under reli-
ability requirement of distributions for one Markov chain was studied by Haroutunian

and Navaei.

1. Introduction

In [1] Ahlswede and Haroutunian formulated some problems on multiple hypotheses testing
for many objects and on identification of hypotheses under reliability requirement. The
problem of many hypotheses testing on distributions of a finite state Markov chain is studied
in [4] via large deviations techniques and also identification of distributions for one Markov
chain is studied in [6]. In this paper we solve the problem of distributions identification of
simple homogeneous stationary finite Markov chains for two independent objects. We take
known the definitions and results on many hypotheses LAO testing for the case of Markov
chains and identification of distribution subject to the reliability criterion presented in [2],
[}, (6] -

2. Problem of LAO Identification of Distribution for Two Independent
Markov Chains and Formulation of Results

We expand the concept of identification for two independent homogenious stationary finite
Markov chains. Let X; and X; be independent random variables (RV) taking values in the
same finite set A with one of L PDs, they are characteristics of corresponding independent
objects. The random vector (X3, X;) assume values (z,z%) € X x X.

Let (x1,%a) = ((25,23), .-, (zh, Z3)s .-+, (@h1 ZX)), %y Za € &, 1 =T, N, be a sequence
of results of N + 1 independent observations of two simple homogeneous stationary Markov
chain with finite number I of states. The statistic must define unknown PDs of the objects
on the base of observed data. This selection is denoted by ® . The objects are independent,
8o the test ®» may be considered as the pair of the tests ¢}, and ¢} for the respective
separate objects. We will denote the whole compound test sequence by @. The test ¢}, is
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defined by a partition of the space X¥*! on the L sets and to every trajectory x the test
%y puts in correspondence one from L hypotheses. So the space X¥*! will be divided into
L parts,
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We denote by
al|.!31m1.m(¢ﬂj — Qﬂl; -~ 'P"ll (g{!:'quma ° Pﬂlﬂ (glgh:lj'

the probability of the erroneous acceptance by the test ® of the hypotheses pair (Hy,, Hy,)
provided that (Hp,, Hm,) is true, where (my,mg) # (1), m, L =T,L, i=1,2 The
probability to reject a true pair of hypotheses (Hn,, H,,) is

cr::m.'mmtéﬂ} & Z Q{:J:[ml.uu("ﬂ)- (1)
iy Ja)t(my ma)

We also study corresponding error probability exponents E}y lajmy,mq (Bn) of the sequence
of tests D, called rcliabilities:

By, aimma(®) £ Jim_ — %losm.hmm(ﬁn}, myi=TL, i=12 (2

We denote by E(®) the reliability matrices of the sequences of tests @, i=1,3, for
each of the objects. From (1) and (2) we see that as in [1], [2]:

Loy majmi,mq (®) = s h% =0 By dalm ma (®). (3)

We need analogical to [2] the following:
Lemma:If elements Eym(®'), m,0=TL, i=1,2, positive, then the following equali-
ties are valid for ® = (¢',¢%):

Ell.hlmnm“') o E‘I |my {¢1J + Ellfml [¢’): my # llr My # 131 {4}

Eiy tgjmyma () = Ejmy(8"), mai=1lsy my#l, i=12 (5)

The relation (4) is valid also if the reliability Ejp(®') = 0 for several m, [ and i. The test
sequence ®* we call LAO for two objects if for given positive values of certain 2(L — 1)
elements of the reliabieity matrix E(®*) the test provides best values for all other elements
of the matrix, -

Our aim is to find LAO test from the set of compound tests ® = (&, ®?) when strictly
positive elements Ep mim, 80d Fpmizm, m =1,L =1 of the reliability matrix are given.

Consider for a given positive elements Ep, mim,z 80d Emmjzm, m=1,L — 1, the family
of regions for i — 1,2:

RY £ {QoP: D(QoP|Qo Pr) < Emmizm}, m=T,L=],
R £{QoP:D(QoP|Qo Pn) > Emmjtm, m=T,L=T}.

There are two error probabilities for each couple (ry,r3), r = T,L, i = 1,2, the
probability nff",'mn ra)l(m1;ma)=(r,ra) 10 8Becept (kb different from (ry,rs), when (ry,r2)
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is realised, and the probability “Eﬁr)" e (’_'1-"2) '39 accepted, when
it is not correct. The probability o k(r,m)i(m: m,_,.cm,,mwmmdes with the probability
ol sris) Our oim is to determine the dependence of E, 1;)u(ry ra)l(m1 mak(ra,ra) O1 EiVED

ot :

i é' ?;J to use the probabilities of different hypotheses. Let us assume fh.ut the hypothe-
ses H : 1 =T, L have, say, probabilities Pr(r), r=1,L. Theonly supposition we shall use
is that Pr(r) > 0, r = I, L. We will see, that the result formulated in the following theorem
does not depend on values of Pr(r), r = 1, L, if they all are strictly positive. Now we can
mkamafouowingmoningforemhn=1,‘z,i=1,2:

Pr((h, o) = (ri,ra), (M1, mma) # (ruma)) _

(N) b
a(t:h)-(nn}lbm.m]#(nn) Pr((m;, ﬂlg) # (ﬂ,f\,)}
- (™)
2 Cmyma)i(r ) PT (M1, Ma).
Pr(m1,m2) .. z
ma(m1,ma)(r1.ma) (1 m(my ma)sé(rs,ra)
Finally we obtain that:

(6)

Et; Ja)=(r1,r3)|(m1,ma)sk(r1,ra) = Gt _mmmmnn) Eiry,ra)i(m1,ma)-
For every LAO test ®* from (3), (4) and (5) it follows that:
Bty Ja)=(r1,ra)l(m3 ma)k(ri,ra) = mm ,;,,(E'Elhm’ Efﬂm,J' (7)

where EL . , Fm, 8re determined for, correspondingly, the first and the second objects.
For every LAO test ®* from (3) and (4) we see that

Erymallrars) = mrilr?;lgs#!(E'l’l"“ 'Eg:imJ 5 min(Elnln' ngh) (8)

and each of EL,,, B3, satisfy the following conditions(see in [7]).

0< Epy, <min [e-n?r,r‘l'l:r Efm(ﬂ}x).hﬁ%ﬂ(ﬂ o B||Qio Py )] - (9)
0< Eg‘lln < min [h%ﬂh(%)lh%D{Ql o H"Ql o Pﬂ)} 1 (10)

From (5) we see that the elements Eji,(Ej;), 1=1,r1—1and B}, (Ef), ra=Tr—1
are determined only by Ej; and Ef,. But we are considering only elements B}, and Bl
By applying theorem 1 of [6] and ﬂs), (10) we have

0< B}, <min L_i"j!_n_rD(Ql ° R||Qio Py), :-%%ID(Q‘ o B|@0 P,,)] (1)

0<EYy, <min |, gia D@0 AIGIoFy). miy D@ioAIQIoFa)]. (12

Let r = max(ry, ;) and k = min(ry,r3). From (8) we have that, when Ery ry)((r.ra) =

1
Efj» then By, < E7, and when B r)(nm) = Efjryy then E}n 2 E2,. Therefore

nilr?
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we conclude that given strictly positive elements E. ..., .., must verity both inequalities
(11), (12) and the juxtaposition of them bring us to

0 < Efry ry)itry.r) < Tin [:-%ETD(Q‘ o Al|@ o RJ;‘_%D(QI o BliQio F)| .

By (9) and (10) we can find reliability i, 4y)mtry.re)i(ms majsirs ry) in function of Egr, rayitrs.re)
in the [ollowing way:

Bty saymte: wasitoms maiptrs.ra) [ Bty ey o)) =
m:#nP;Eah rEﬂIm‘ (E{" ralitrsra))s Ergimg (E("x Fallrira))s (13)

whete (s, (Efr, r3)\trs,r2)) 809 Bryiry (Biey r3){(r1,72)) 10 be found by (7) and (5). This results
can be summarized in:

Theorem 1: If the distrbutions Hy, m = 1, L, are distinct and the given positive number
Etey r3)itr,ra) 88tisfy (7)-(12), then the reliability Bty gy trs r2)l(omy Jma)s#(rs,ra) 15 defined in (13).
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