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Abstract

The identification of the distributions of two objects is an answer to the question
whether r1-th and ry-th distributions occured, or not on the first and the second objects,
correspondigly . Haroutunian and Hakobyan solved the problem reliable identification
of probability distributions for two independent objects. In this paper we present
the solution of the problem of logarithmically asymptotically optimal identification of
probability distributions for two statistically dependent objects.

1. Infroduction

As a devlopement of the problem of multiple hypotheses testing conserning one object [1] in
paper [2] Ahlswede and Haroutunian and in [3] Haroutunisn formulated & mumber of prob-
lems on multiple hypotheses testing and indentification, Haroutunian and Hakobyan solved
in [4] the problem of many hypotheses testing and in [5] the problem of the indentification -
of distributions for two independent objects. In [6], [7] and [8] Haroutunian and Yessayan
solved the problem of many hypotheses testing for two dependent objects.

Let X; and X3 be random variables (RVs) taking values in a finite set X and P(X) be
the space of all possible distributions on X. There are given L, probability distrubutions
(PD) G, = {Gy,(aY), = € X}, hh =1, I, from P(&). The first object characterized by RV
X, can have one of these L, distributions and the second object dependent on the first, and
caracterized by RV X can have one of L; x L; conditional PDs Gy, 1, = {Gip, (22), e
Xhh =1Ll = T,I5 Let (x1,x3) = ((z1,43), (=}, 23), ...(zk, z¥)) be a sequence of
results of V independent observations of the vector (X3, X3), which can have one of I; x I3
joint PDs Gy, 4, (2*,2%), hh = T, I, b = T, I, where Gy, 4,(2,2%) = Gy, (z*)Gipy (z%). The
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probability of vector (x;,Xa) is defined by PD G;, 4,

N
Gy 13(%1:%a) = GJY (x1)GH}, (xa) = H G, (z})Ciyp, (22),

where Gff (x;) = H Gi,(z;) and Gl,ﬁ, (xa) = H Gy (72).

The test, which we danrme by ", isa p:rocedmof making decision about indices of distri-
butions on the base of N observations of ubjecis. The lesi @V may be composed of a pair
of tests ' and @} for the separate objects: & = (¥, ¢Y). For the object characterized
by X, the non-randomized test ' (x1) can be determined by partition of the sample spwe
A" on L, disjoint subsets A} = {x;1: ¢'(x1) = L1}, h = T, I, i.e. the set A} consists

of vectors x; for which the PD Gi, is adopted. The probability afY,,., (¢f') of the erroneous
acceptance of PD Gy, provided that G, is true, [;,m; =m, my # ly, is defined by the
set AfY

offim, (') & GX, (AF). (1)
We dcfine the probability to reject G,..,, when it is true, as follows

Denote by o1, 3 and @ the infinite sequences of tests. Corresponding error probability
exponents Ej,m, (1) for test ¢; called reliabilities are defined as

Eiyjmy (1) = E = J{,—losafﬂm. (), mubh =TT, (3)
It follows from (2) and (3) that
Enulm;{p]) = ‘.m Ehlm (‘F’l)| ll: m = m. II. # my. {4)

For the second object characterized by RV X; the non-randomized test o} (xa, 1) depending
on the index of the hypothesis /; adopted for X;, can be given by division of the sample
space XV on L, disjoint subsets Al = {xa: @} (xa,1) =}, h =TIy, l; =T, L;. The
set A}Y, consists of vectors x, for which the PD G, is adopted. The probabilities of the
erroneous acceptance of PD Gj,, provided that Gy, /m, i8 true are the following

Pt miima () S Ol (A, 1y =TT, oy =T, ma . ()
‘I'he corresponding reliabilities, are defined as
Bubsmoms(P2) 2 L = 3108 0y (), b = T3, b,y =TT, ma # . (6
It is clear from (5) and (6) that
Emts sy ma (102) = 100 Bty ma (02), ym1 = 1, L, by mp =T, L. (7)
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The matrices E(w1) = {Eujm (o), by = TLih E(e2) = {Bujtsmima(w2); hymy =
1.0, hhyma = 1,13} are called the reliability matrices of the sequence of tests ¢y, 2.
For two objects we study the probabilities az, Jalmyma(@N) of the erroneous acceptance
by the test &Y of the pair of PDs Giy.Giun,(or joint PD G, ;) provided that the pair
(OI jDilIt- PD Gm.m) is true, whm (mllml # (llltﬂ)l l11 m = H:[';j ‘E!mﬂ ==

GI’I 1 G m
g Ginyma» 18 defined as follows

T, I;. The probability to reject & true PD
nﬁhﬂ"i“‘hm{wv) £ z: aﬁhlmhm{wh')n L,m = .I;. lg,mg = i:fa {3}

(11,d2)#5(m1,ma)

The reliabilities of the sequence of tests & are the following

By, blm.m(O} & E" ";_(105 Gfr.:,;m, ,M{QNL hym = _,I‘; lg,mg = m (9]

From (8) and (9) we have
E’“lmt"‘l Im{@} = (‘lh&[jf]l:lll.m) E’hhlm:,mg{QL li! my = ml I'.h mg = m‘ (10}

We call the matrix E(®) = {By sajmima(®), bymy = LIy, loyma = 1,13} the reliability
matrix of the sequence of tests @. Our aim is to study the reliability matrix of optimal tests,
and the conditions of positivity of all its elements.

Definition : We call the sequence of tests ¢ (or @3, or ®*) logarithmically asymptotically
optimal (LAO) if for given positive values of L —1 (or Lg—1,0r (L1 —1)(I2 - 1)) diagonal
elements of the corresponding matrix E(ip}) (or E(¢3), or E(®")) maximal values to all

other elements of it are provided.
The following lemma is an extention of the lemmas from [2] and [4].
Lemma: If the reliabilities By jm, and Eigjiymym, of tests o} and o} are strictly positive,

By aimyma = Eigjony + Biglty mymay Jor' ma # b, ma # by, (11.0)
By, tojmyma = Eygjmyy for m# b, ma=1l, (11.b)
B, tamyma = Eiglty,mymas for ma = b, ma # la. (11.¢)

Proof: The following equalities are valid for error probabilities:

O s, ma = Ol Oty gy ST 1 7 1, 3 # g, © (124)
aﬂ.lﬂmlm = Q‘E 1(1 =X ai:}l;,m;.m)r for m ¢ I.'u my = l?! (12'6)
a‘?hl“lm == (1 = a{flm)ag[h.mg,m! for m = !h my :)é 7% (120]

Thus, in light of (3), (6) and (9), we can obtain (11).
We shall reformulate now the Theorem from [1] for the case of one object with L, hy-
potheses. This requires some notions from Information Theory and additional notations.
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We define the entropy Hg,, (X;) and the informational divergence D(QxIGy), I, =T, I,
as follows:

HQ:: {le é —:%Q“{xljlong{:!j'

D(Qy,ICy,) & ): Qx,(z W?:"grf

For given positive numbers By, ..., Bp_yz-;, let us consider the foliowing sets of PDs
Q= {Q(z'),z' € X}:

Ri 2{Q: D(QIIGy) < By}, h=TIL =T, (130)
Ri, £{Q: D(QIGy)> Euy, bh=TLi=T), (135)

and the elements of the reliability matrix E* of the LAO test:

By = Biyjiy Buap) & By b =TI =1, (14a)

1|

E‘T my = E?:Irm (Ehlfl} g qu D{QHGIMJ' my 3-1'_!11 m # iy = InI‘l -1, (145)
Bims = Bl (Bits By s Bra-iita-1) 2 Jjof DQlIGom), mu =TLI=T,  (140)

Eq o = ELy, (B, Bap, ., B, - lﬂ.;-lJ = II_IEF‘IL’ (14d)

Theorem 1[1]: If all distributions Gy, L = T, I, are different in the sense that
D[GEI”G!MJ > 01 11 # my, and the Mw numbers E1|l| &]2;---| Eﬁ-llh—l are such that
the following inequalities hold

By < !:mi-ﬁT D(Gy[|Gy),
NEC S L INTOWIAL W - R L RO (15)

Elmlllll < mln(lg-m'r'i_mif D(GI'IHG!M)! h_mir_r:.__l. E“:I.hﬂl (E!I.Ih))l m = Qi_fﬂm‘.

then there exists a LAO sequence of tests 3, the reliability matriz of which E* = {Ejm, (¢})}
is defined in (14) and all elements of it are positive.

When one of the inegualities (15) is vinlated, then at lenst ome element aof the matrizr E*
is equal to 0.
Corollary 1: If in contradiction to conditions (15) one, or several element Ep,jm,,
my € [1, Ly — 1], of the reliability matrix are equal to zero, then the elements of the matrix
determined in functions of this Ep,|m, will be given as in the case of Stain’s lemma [7]

E'm;u; (E!lll.h'll) = D(Gm, “Gh h =TI 4 # my,
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and the remaining elements of the matrix E(p") are defined by By >0, i #my, =

T.Z; =1, as follows from Theoreml:

El'1|m; = q,_mm;;‘;’f,ql:y: D(Q"Gm);

D(QIGm:)-

= inf
Blam = .0QlIG)> By d=TT=T

9. Identification of the Probability Distribution of One Object

Fimttisnmarytoformulnteourmemingofthereljabﬂityappmach (LAO) to the
identification problem for one object, which was considered [2] and [3]. We have one object,
and there are known L; > 2 possible PDs.

What is the identification? It is the answer to the question whether r;-th distribution
occured, or not. As in the testing problem, this answer must be given on the base of a
sample x with the help of an approriote test.

There are two error probabilities for each ry € [1,Ln]: the probability ai,srm;=r, (o) to
accept I-th PD different from ry, when PD r; isin reality, and the probability a,=r|m:#r ()
that r; is accepted, when it is not correct.

The probability e srs|m;=r, (@) coincides with the probability ar,jr, () which is equal
o X ayjry (o). The corresponding reliability Eiysryjmy=r, (¢?) is equal to B jr, () which
satisfies the equality (4).

And what is the reliability approach to identification? It is necessary to determine the
optimal dependence of Ef _,. i, 4, 1PON given B} iriima=ry = Eryjrys which can be assigned
value satisfying conditions (15). We need to be given some probabilities of the hypotheses.

The result from paper [2] is: e e

Theorem 2: In Lhe case of distinct PDs Gy, Ga, ..., G,, for a given sample x; we define
its type @, and when Q € RS.,"] we accept the hypothesis r;. Under condition that the
probabilities of all L, hypotheses are positive the reliability of such test Eiy—ryjm;sr, for
given Ej gy jmy=ry = Eryry i8 the following: !

Biyersmgirs (Bryj) = L GD(QIGl:f)qup, D(Q|Gm,), T €L, Ly).

3. LAO Testing of Hypotheses for Dependent Object

Now we consider the second statistically dependent object defined in Section 1. For given
positive elements Eyy; my,1, Bajty,my 25 - « +  BLy—1jy,m1,L2-1 for each pair [;,m; = 1,I; we can
divide the set P(X) on L subsets, as follows:

Rizity £ {Q : D(Q“Ghlh) < Ehlll.mx-h}! h=TI-1, (16.0)
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¢ \ Ly-1
Riat, £ 1{Q : D(Q||Gryy,) > By 3=11 =1} =P(X) - |J Riu,, (16.5)
fg=1
and consider the following values of reliabilities:

Bty m: 12 = Lty s o Lt ona) = Bty gy by =1, 13T, (17.0)
Byt msma = it ms o Biatim o) © o8 D(QUGogmy),
ma—1,0L, m#hL=TT—1, (17.0)
ELattsms.ma = Bty ny ma (Bl am 13- - - » Bl fty ma 12-1) = “E;: o D(Q||Comafmy),
m =111, (17.¢)

AT

ELatsimta = ELyjts my 1o (Bilts ma s + - -+ BLy-1ity my £a-1) 2 5._mmm:]_l":‘,",u,,,.., I (17.d)
The particular case of the main result of paper [8] is:

Theorem 3: I the distributions Gy, i3 = T, L5, are distinct, that is all elements of the

matrix {D(Gyi, ||Gomgyi, )} &re strictly positive, then two statements hold:
8) when the given numbers By, my 1, Baty my 2, -+ -+ Biz-1jt my 151 Satisfy conditions

0 < Eijpymy1 < &%D(GM, [|G1jeny)s (18.0)

0 < Bmyjt; my,mg < min [:.-n.'l—i';‘-'r Ei;lllumm(Ehlh.mh}r " _;%ED(G&IMIGN&?W}] s

m=55=T, (184)
then there exists a LAO sequence of tests ¢*, the reliability matrix of which E(p3) =
{ B, my mp } 18 defined in (17) and all elements of it are strictly positive;

b) even if one of conditions (18) is violated, then the reliability matrix of any such test
includes at least one element equal to zero (that is the corresponding error probability does
not tend to zero exponentially).

Corollary 2: If in contradiction to conditions (18) one or several elements Booilty vy omas
my € [1, Ly — 1], of the reliability matrix are equal to zero, then the elements of the matrix
determined in functions of this By, m;m, Will be given as in the case of Stain’s lemma (7]

Ellmll:.m:.f: (El’llpl .m:.m) =D (Gm:im ”Gl':lh )a lp= 1,_1'3, I3 # my,
and the remaining elements of the matrix E(yp*) are defined by Epjtymga > 0, I # my,
i =T1,I43 — 1, as foliows from Theorem 3:
7 - i D(Q||G, ;
-L'l'slh.ﬂll-k Q‘ﬂ(‘?ﬂauylﬂlﬂam.nm (Qli mﬂ?‘"l)

Bt mik = inf D(Q||G, g
Mlly,m; QD(QIIC 13> By gty =TT~ @Il malm; )
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4. Identification of the Probability Distribution of Dependent Object

There exists two error probabilities for each rg € [1, Lg] : the probability au,rq(ty ms,ma=ra (1)
to accept [ different from r3, when r2 is in reality, and the probability Qr.eeaii; m; maztes ()
that ry is accepted, when it is not correct. : ; |

The probability Giyyrslts ms,ma=ra(N) i8 slready known, it coincides with .the probabﬂ..
ity Cralim.ra(pn) Which is equal to 32 Qyjty ms,rs (9n). The corresponding reliability
) is equal to Byt ,myre () Which satisfies the equality (7).

Eygiralty my ma=ra (e : L
And what is the reliability approach to identification? It is necessary to determine the

optimal dependence of Bty mymasirs UPOD Given B} trally myma=rs = Bralty,my re» Which can
be assigned value satisfying conditions (18).

Theorem 4: In the case of distinct PDs Guyy,, Gajtyy s GLajly, for & given sample x3 we
M e accept the hypothesis ;. Under condition that

define its type @, and when @ € ‘R.L[,] :
the probabilities of all L hypotheses are positive the reliability of such test Ep—rjt; m;marrs

for given Eiygrgliymiyma=rs = Brajlz,my,ra 18 the following:

Ely=rslis,m .msh(Emh) = mmhm QD(QW-,;E%R,p,.—, A D(Q"Gmﬂiﬂll)) ™ € {11 Lﬂ]

The proof is semilar to those for the case of one object.

5. Identification of the Probability Distributions of Two Statistically De-
pendent Objects.

The LAO test ®* is the compound test consisting of the pair of LAO tests ¢*! and ¢*?
for respective separate objects, and for it the equalities (11.a) , (11.b) and (11.c) take
place. The statistician have to answer the question whether the pair of distributions
(ry,ra) occurred or not. Let us comsider two types of error probabilities for each pair
(ruyra), 1 € [LLa]y7s € [L, Ls]. We denote by af} jyu, ) (msma)=irms) the Probabil-
ity, that pair (ry,72) is true, but it is rejected. Note that this probability is equal to
@ryrairira(®N): Lt O ooy a)l(mymal(rra) DO the probability that (ry,ra) is accepted,
when it is not correct. The corresponding reliabilities are Eiy, 3)(ry,ra)(m1ma)=(rira) =
Erinainira 804 By fy)m(r,ry)|(myma)é(rara)  Our aim is to determine the dependence of
Lt gyt ra)(ma,madb(rs,ra) O BIVEDL iy popry g (BV)-

Now let us suppose that hypotheses Gy, Gy, ..., G, have & priori positive probabilities Pr
(r1), 1 = 1,1 and Gyy,, Gayy, ..., Grap, have & priori positive conditional probabilities Pr
(ra|li), 72 =T, I, and consider the probability, which we are interested:

™ ((m: T 1 =
"fﬁ-fs)-(nn)ltm.m)ﬁrml'_' e llgzgﬂi:(;;)i‘gif:j)} 2] =
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Urs ra)ime,ma) PT( (3, m3))
Pr(mh 'nﬂj

b))
- [my,ma){m; ma)é(rs.rs)

z
{my.ma Jol(ry,ra)
Consequently, we obtain that

Ett; jay=try ralimy,ma)pter ) = (19)

tmmm-’-’i'ﬁ.mn ) Erviramma-
For every LAO test & from (10), (11) and (19) we obtain that

Bty by ytrs ra)itms )l a) = iR (Brsims (Bryirs)s Bty o oma (Brtym2)),  (20)

Where Brjmy (Eryiry)s Bralty i ma(Erglty my.ry) &7 determined by (14) and (17) for, correspond-
ingly, the first and the second objects. For every LAO test & from (10) and (11) we deduce
that

Ennarirs = ml% (Enhm-Emll'l.mm) = min (Enh- Eﬂ]h.m.h) . (21)

and each of Ey,yr,, Er, m, » satisfy the following conditions:
0< B <min|, min_ By, ()., mn DGIG,|, ()

0< Enll: gny,ra < IID [a-ml'.i:i'n:l El.:lhmn(EhH:mh): k-?:j'TltﬂD (Gla!ls “Grnlm)] . (22-’1)

From (14.b) and (17.b) we see that the elements By (Bu): it = Tri=1 and
E!;Ih,mlm{ghlhﬂll.li)l‘z = 1,73 —T are determined only by Ejy, and Epjiy m, 1, But we
are considering only elements E,,,, and E,,y; m, r,- We can use Corollary 1, Corollary 2 and
upper estimates (22.a), (22.b) as follows:

0< By <min | gin_ DG, IGi),, ma_ GG, ()

0< Bt < |, 0 DG [Gu), i DG Goim)] - 28

From (20) we have that, when E;, niry sy = By, then By, < Eralty;my,r, 80d when
Bryrairiira = Brajly,maras then Epgjty my vy < Eryjry. Hence, it can be implied that given strictly
positive elemen E,, r,r, », must meet both inequalities (23.a) and (23.b).
Using (21) we can determine reliability B, iy, ra)i(ms mapi(rs,ra) 10 fumction of Er, i, r,
as follows:
E(I:J:)-(n.n)l{mxm)#(n.r:) (Ennln.rz) =

e m|ﬂ;.11,inl}|m [b;xl’“'[ﬂnl“h-ﬂ}' E'!M{‘Eﬂhlﬂ.nj] ' {24}

where Evyjmy (Ers ralrra) 80d Ergjty gy my (Bry riry ra) 87€ determined respectively by (14.b)
and by (17.b). Finally we obtained

Theorem 5: If the distributions Gym,, and Gpgjm, , my = 1,L;, my = T, I, are different
and the given strictly positive number E,, .., , satisfy condition (23.a) or (23.b), then the
reliability B, i)y ra)i(msma)(rs,ra) can be calculated by (24).



64 On Relisbility Approach to Identification of Probabilty Distributions of Two Statistically Dependent Objec

References

[1] E. A. Haroutunian, 4T ogarithmically asymptotically optimal testing of mulitiple statisti-
cal hypotheses”, Problems of Control and Information Theory, vol. 19(5-6), pp. 413421,

[2] IJ-'EHI:" Ahlswede and E. A. Haroutunian, “On logarithmically asymptotically optimal
testing of hypotheses and identification”. Lecture Notes in Computer Science, vol. 4123,
“General Theory of Information Transfer and Combinatorics”, Springer, pp. 462- 478,

3] imfﬁ Haroutunian, “Reliability in multiple hypotheses testing and identification”. Pro-
ceedings of the NATO ASI, Yerevan 2003, NATO Science Series, III: Computer and

Systems Sciences, vol. 198, IOS Press, pp. 189-201, 2005.
[4] E. A. Haroutunian and P. M. Hakobyan, On LAO testing of multiple hypotheses for

pair of objects”, Mathematical Problems of Computer Science, vol. XXV, pp. 92-100,

2006.
5] E. A. Haroutunian and P. M. Hakobyan, “On identification of distributions of

two independent objects”, Mathematical Problems of Computer Science, vol. XXVIII,

pp. 114-119, 2007. . ,
[6] E. A. Haroutunian and A. O. Yessayan, “ On hypotheses testing for two differently

_ distributed objects”. Mathematical Problems of Computer Science, vol. XXVI, pp. 91-

96, 2006. 2
[7] E. A. Haroutunian and A. O. Yessayan, “ On logarithmically asymptotically optimal
‘hypothesis testing for pair of statistically dependent objects”, Mathematical Problems

of Computer Science, vol. XXIX, pp. 97-103, 2007,
[8] E. A. Heroutunian and A. O. Yessayan, “ On optimal hypothesis testing for pair of

stochastically dependent objects”,Mathematical Problems of Computer Science, vol.

XXXI, pp. 49-59, 2008.
[9] E. A. Haroutunian, M. E. Haroutunian, and A. N. Harutyunyan, “Reliability criteria

in information theory and in statistical hypotheses testing”, Foundations and Trends in
Communications and Information Theory, vol. 4, no. 2-3, 2008.
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