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Abstract

In this peper we present & new, efficient modification of split-radix algorithm for
computing a power of four fast Fourier transforms.

1. Introduction

People, when their imagination is captured by an idea, can become energized and deeply
involved, producing remarkable results and reaching new heights that lead to the creation of
landmearks in the progress of man. The fast Fourier Transform (FFT) was such an idea. Coo-
ley and Tukey published their historic paper on the computation of the Fourier transform in
1965. Overnight, in universities and laboratories around the world, scientists and engineers
began developing computer programs and electronic circuits to implement the FFT. The
FFT is a brilliant technique for computing the discrete Fourier (DFT) transform quickly.
By recognizing that the Fourier transform of a sequence can be derived from the Fourier
transforms of two half length sequences more economically than if the whole sequence is
transformed directly and by carrying this concept through to its logical conclusion of eval-
uating only the direct transform of sequences of two terms, Cooley and Tukey showed that
the FFT required only O(N log N) operations while the direct form took O(N?) operations.

All known FFT algorithms compute the discrete Fourier transform of size N in O(N log V)
operations, so any improvement in them appears to rely on reducing the exact number or cost
of these operations rather than their asymptotic functional form [1], [2]. For many years,
the time to perform an FFT was dominated by real-number arithmetic, and so consider-
able effort was devoted towards proving and achieving lower bounds on the exact count of
arithmetic operations (real additions and multiplications),called “flops” (Aoating-point oper-
ations), required for a DFT of a given size [3]. Although the performance of FFTs on recent
computer hardware is determined by many factors besides pure arithmetic counts, there still
remains an intriguing unsoived mathematical question: what is the smallest number of flops
required to compute a DFT of a given size N7

Let z = (zo, %y, ...,Zn-1) be an original column-vector with complex components (N is
the power of four). DFT of this vector is determined by the following formula

N-1

X[u]=%§=[k]W§*, BTN (1)
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where Wy = exp(—i%) = cos §f —jsin§, j=v~-1.

From (1) we can write (without coefficients 1/N)
Nfa-1 Nj2-1
Xin] = S cEWEk 1 3 afk o Nyttt
=0 =0

o j\rﬁ_l(ztkl + (~1)"zfk + N/2)WR, n=0, N-1.

=0
Hence we find

Nf1-1
Xen)= Y (afk] + [k + N/2)WRE,
k=0 (2)

X[2n+1]= "’f’(z[kl — alk+ N/Q)WEWR, n=0,N/2-1
k=0

uted using the two

that - ok b
Formula (2) shows the coefficients of NV - point DFT can be comp e that the DFT

N/2—point DFFTs. It can be easily shown by the process of decomposil

matrix can be represented as the product of sparse matrices
Fy = PuBaAn-1Boy -+ AyBaA By, (3)

where
Ar=fr—l®fnu-99W§.-mQWQI.-'.-HQ“'GW;:::::I- r=Ln—4
Bi=Li-i @H@Ipn~i, i=1m, Hg=(: f),

and @ - sign of multiplication of Kronecker, @ - sign of a direct sum of matrices, and Py -
bit reversal matrix.

Using the decomposition (3) one can calculate the count of necessary operations (real
additions and multiplications,N > 4) for the implementation of fast Fourier transform [4]

Rf=3Nlogy,N—2N+2, R} =2Nlog,N—4N+4, (Ri=16 R;=0) (4

2. Modified FFT

Since we assumed that the length of N is power of four, the second sum from (2) can be
represented in the following form

Nfd-1
X[2n+1] = é_;o (z[k] — z[k + N/2)) W Wi,
(3)
+ 5 4 N ol + N+ N WA
But since Wy'‘=—j, Wph/*=(~1)", (5) takes the following form
Nfi-1
X2n+1) = .S.:o (alk] — zlk + N/2)WhW3h,
i1y "g (all+ N/A4] — alk -+ N/4+ N/2)WEWRS,
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Hence we find

Xian +1] = ”:ﬁ: [(=[K] ~ =ik + N/2]) — i(alk + N/4] - zlk + Nj4 + N/2)j] WhW3s,
Xlon +3]= ”g' ((lk] ~ zlk + N/2) + i(aik + N/4] - zlk + N/&+ N/2)| Wik,

where n = 0, N/4 = 1. Thus, the N-point DFT can be computed according to the following

formulas

Xl ="5 () + alk + N/2)WRly,  n=ON2=T,

Xin +1] = ”g ' [(alk] - ofk -+ N/2]) — i(alk + N/4] — =k + N/4-+ N/2)| WhWgs,, (6)
Xldn + 3 = "gl ((alk] ~ alk -+ N/2)) + ja({k + N/4) - alk + N/4+ N/2)| WEW3,

in lJast two equations n = 0, N/4 — 1.
(6) implies that the computation N -point DFT is reduced to the calculation of one ziy
-point, and two 4-point DFT, but first it is required to define three new sequences

v {zlk]+zlk+ N/},

Nfa-1
=0 '

vni {(llk] —alk + N/2) + ga(lk + N/A) — ol + N/a+ N/ WY e

To determine the members of the v; sequence N - real additions must be performed. And
to define the elements of the v and vy sequences (2N — 2) real additions, (N — 6) real
multiplications and (N — 2) real additions, (N — 6) multiplications are required.

Now we define the count of operations of N-point DFT according to the formula (6)
using the FFT estimates by formula (4).

Ug: {(Iz[k] — zlk + N/2]) - jz([k + N/4] - z{k + N/4 + N/2])] W,{‘,}

1: Cé:%Nlog,N-!N+2, C"%=N105,N-3N+4,
2: C'E{:%NIOS,N, c;‘}=;Nlog,N—N—2,
3: C:&:%Nlog,N—N, C;!=§Nlog,N-—N-2.

Thus, the complexity of real-number operations for N-point DFT by the formula (6) is
determined from the following formulas

Cli=3NloggN - +2,  C}=2Nlog, N —5N.

Algorithm for the input complex-data vector of length N = 4* is illustrated in the end of
this paper (Figure 1).

Continuing the process of decomposition of the form (6) in i-step iteration we will get
triple of vectors of length 7y, & and &.For defining the components of vectors in the i-step
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we need to perform (i = T,k —1)

A=, Al=g5-2 Al=g5 -2 additions 0
Mi=0, Mi=2t—6f Mji=_A —6 multiplications.
Note that i = k-1 requires only 8 - and 4-point FFT, which according to the rnnnu;a (41-
require the Ry = 58, Ry = 20, R{ = 16, R} = 0 operations and the number o
transactions forming respective vectors are determined from (7) and are listed below

Al =16, AF'=30, A}'=14, (8)
M7 =0, M;'=10, M} =10

Thus, the count of operations of additions and multiplications of the new FFT algorithm is
determined by formulas of type

Gl = 27 (AL + A + A+ B3~ 1) + 23(RE +2RF + A + A5 + A7),
Cf = . 21 (Mj + M + RX(2i ~ 1)) + 25-3((R5 + 2RY + M}~ + M),

where R%(t)-the estimate of operations in N/2*-point FFT. Given (8) finally find

Ch= E:l’zf-l(ag + AL+ A+ R¥(2i — 1)) + 252 150, &
o E:z“’(M}+M§+R"{2i-1})+2‘°"-40.

Find
A+Mh+ 4= -4, M+M=%-1
R*(2i—1) = 6N/2%1g, N - 12i/2*~+2Nf25*+2, (10)
R*(2i - 1) = AN/2%1g, N — 8i/2%N + 4N/2% + 4.

Substituting (10) into (9) we finally find

Cy =3(1— 54)Nlogy N + 9N (1 — 5ky) — 6NS(K) + 37- 2% + 2,
O = 2(1 - 3&4)Nlogy N + 6N (1 — 5iy) — ANS(K) + 8- 2¢ + 8,
where §(3) = 1/2,8 (4) =1,5(5) = 11 / 8,5(6) = 13/ 8.

‘I‘he_acheme of the algorithm for the 64-point Fourier transforms (records over the edge
(m, n) imply: m-the count of additions, n - the count of multiplications) is illustrated below
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Figure 2: Algorithm for a 84-paint DFT.
The calculation of the count of operations of FFT for 64-point complex input vector.

Cl =16, Cf =52, Cf=144, Cj=382, Cfp=0922,
Ci=0, Cf=4, ChL=24, C4=8, CJ=26.

In practice, we have to deal with the source vectors with real components. In this case,
we get better estimates for the count of operations.

Comparison of operation counts for standard complex-data split-radix algorithm and our
new algorithm are described in the following table.

N |FFTfor N=2% A modified Acceleration
FFT for N =
4&
Add. Mul. Add. Mul. Add. | Mul
16 177 68 144 24 1.23 2.83
32 | 449 196 382 82 1.18 2.39
64 1089 516 922 246 1.18 2.1

Add. - count of real tions, Mul.- count of real multiplications.
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