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Abstract

In general case the minimum linear arrangement (MINLA) problem is NP-complete.
It is NP-complete also [or biparlile graphs. In this paper it is proved that & minimum
linear arrangement for bipartite I-oriented graphs can be found in polynomial time.
The formuls for the cost of optimal arrangement is given as well.

1. Introduction

Graph layout. problems are a particular class of combinatorial optimization problems whose
goal is 1o find a linear layout of an input graph in such a way that a certain objective function
is optimized. The minimum linear arrangement (MINLA) is a well known problem in this
class.

MINLA is defined as follows. Consider a set of n pins and a required number of wire
connections between each pair of the pins. The problem is to put the n pins into n holes
such that the total wire length is a minimum. The holes are all on a line with adjacent holes
at unit distance apart. We can abstract the pins and wire connections as a graph G with n
nodes. In general case the problem is NP-complete for both directed and undirected graphs
[1]. In [2] the problem is proved to be NP-complete also for undirected bipartite graphs. For
directed bipartite graphs it is unknown whether there exists a polynomial solution or not.

Because of its many applications it is important to find subclasses of graphs for which
MINLA can be found in polynomial time. Here the problem is solved for bipartite I-oriented

graphs,

2. Problem Formulation
Given an oriented graph G(V, E). A linear arrangement of G is a bijection ¢ : V —
{1,2,-++,|V|}. The arrangement ¢ is called to be feasible if for every (v, u) € E, ¢(v) < p(u)

. Clearly, a necessary condition for a feasible arrangement to exist is that G(V, E) contains
no directed circuits. The cost of feasible arrangement ¢ is defined as follows:

LG,e)= Y (p(u)-p(v)).
(vu)eE
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The problem is to find a feasible arrangement with minimum cost. If{u‘v}EE'“:g;l

say that v is an image of u. FbrevauEVwedeﬁnethemPu={;/(ll{:$]cmo;
er e .

T 'u={v/(v,¥) €E}. C is called to be [-oriented if for every u,v € V eit s
I'v C Tu. Itiswul.lknownthatgmph(}isl"-orieubedifn‘ndoniyi.ﬂ.hemmplemﬂﬂ"

an interval gmph. Uis
Given a bipartite T-oriented graph G(V, U; X) where V = {m.w,"'-""}’ g
(11,13, tm}, X € {0 5)/1 € § < M1 S j < m}. Let's consider the MINLA P

lem for graph G(V, U; X). .

3. Solution of the problem
Without loss of generality we can assume that
Doy € Tva € -+ € Ty [T~ 2 [D70ug] 2 -+ 2 [0 -

We can suppose that I'v, = U, because otherwise every vertex from the set U\l'v, will be
isolated, but isolated vertices aren’t essential for the MINLA problem, and we can FeInavg

them from G.
Let's define S(a) = 1+ 2+ ...+, a € N and L(v, ) = : E)EB((p(u} —p)(weV) In

this case we will have £
L(G,9) = ) L(vi, ).
. @&l

Let’s define two feasible arrangements ; and s, for graph G(V, U; X). Define arrangement
i, as follows:
pi(w) =il <i<n),

pr(uy) =n+j(1<j<m).
One can easily check that

LG, o) = g[surwn + (n— )|

Define arrangement (3 as it is shown in Fig. 1

:ﬂ L N !l"“ [ 3 ] V! v‘
R’n\r\f..‘ I‘u,_,\l"v_a I‘v,\l"v, Fv'

Figure 1: Armrangement @y

It can beset_m that @a(vs) < :+- < (pa(vy), between v; and v;—; the vertices of set
I":q\I‘u._l,(2515n),araplaoedanda.ft.enq the vertices of set 'v; are placed. It is not
difficult to see that

L(G,ypa) = g[s(ll"wl} + |Tva| + Py + - + [Tin|] = z“:[S(IFﬂll] + (n — i) [Ty
=1
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So
L(G! pl) = L(Gt pﬂ)'
Theorem 1: For every feasible arrangement ¢ the following lower bound is true:

L f " - 'E-'"I‘I'l ™ « 7 M lial n
LGy ) =z 2 190 | T (1 = 4L i)
i=1
Proof: Suppose that  is & feasible arrangement and p(v;,) < p(v,) < --- < plv)
where 1, €V (1 £ k < n). Let’s try to obtain & lower bound for L{v;,,y) where vy, € V
(1 £ k < n). For every v, v; € V(i # j) define set I'(ip,v;, ;) to be the images of v; placed
on right hand side of vertex v; if p(v;) < p(v;), otherwise the images of v; placed on right
hand side of vertex v;.
It is not difficult to see that

L(ﬂu. lp} 2 S”rt’hl) 7 ir(ptﬂ(u”hﬂ)l HeE=at |r(¢| Vigs vi-)l'

Therefore
‘D(GI W) ?. E[S(Irwil} i IF(‘Pr”ﬁ!w.Hl” Gyt |r(‘plwiiuh)"
Let’s consider the following sum:

iﬂr{'pvvinﬂlul)l higeact !r{'p’ui.r”iq}ﬂ-
k=1

It can be interpreted as a sum of corresponding |T'(ig, v, v;)| values for all the possible
unordered pairs (v;, v;), (v, v;5 € V;i # j). Thus

g{lr(w, iy Uipgn)| 4+ =+ + D, v, 3, ) [ = g[il‘(rp. Uy, V)| + + = + [T vs, va) )

We have assumed that || € [Twg| € -« < [Tyy| € [Twysa| € - -+ € [Tvy). Let’s consider the
vertex . If for some k (1 € k < n—1) @(v;) < p(viss), then all images of the vertex v; are
placed on the right hand side of the vertex v;;x, which means that [['(ip, v, viqk)| = [vyl. If
p(v;) > p(viss) then vy has at least |I'y;| images in right hand side of the vertex v;, which
means that |['(, vy, vies)| 2 [Ty Thus

|r({p!vhui+i)l 2 |Pui|u S i Snil Sk Sn_i}l

ifljlll'(‘ﬂ-vnmﬂl o 4 Do o) 2 gtn —9)Ilu,

L(G,) 2 YIS(Tw) + (n ~ DT
Theorem 2: A minimum linear arrangement for bipartite I'-oriented graph G(V, U; X)
can be found in polynomial time, and the cost of every optimal solution ¢ can be represented
by the following formula:
L(Gy) = 2IS(T) + (= )Lwi

Proof: It is immediate from theorem 1 that arrangements (; and (p; are optimal solutions
for MINLA problem. Clearly, y; and ¢ can be constructed in polynomial time.
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