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Abstract

hthbpmmomecﬁnsooduinthanddiﬁwmisywmmmiuﬁm
chmnelmdjmnaed.l'huymmofboolmeqmﬁﬁesmmninadbasodmme
Hnnmhmpuityaheckmmix.mmdﬂalmpaﬁuofﬂumluﬂmsoﬂhnsysm
ofaqmﬁ&esmmh:adhndmﬂnmminsdm.msmnmmdlmdebued
onﬂ:udofﬂwwh:ﬁmnhbowmmﬁunedsymofboolunaqudhiumditis
that the constructed cods is correcting any single error and any two errors
which occur in the given interval.

1. Introduction

Enwmmcﬁngmdelhamywasaﬁbﬁshﬁinﬂml%hyweﬂhmwnwwksofﬁmnon
[1] and Hamming [2]. Error-comeﬁngeodes(orjustcode.s)areclevarwaysofrepresenﬂnsdatﬂ
mﬂ:.atonemmﬁemisimlinfomnﬁonmifwﬂofitmmupwd.'Ihebasiciddlis
mjudieiouﬂyinﬁuduwmdundnmywthﬂthcodghﬂinfomaﬁmunbemvmdcvmwhm
partsofthe(mdmdmt)datahavebaenoomxptad.?erhapslhemostnamralandwmmon
application of error correcting codes is for communication. For example, when packets &re
ummdommemm%mmofthapadmngetmupmdmdmppeibdealmmﬂﬂs,
mulﬁplelaymofthnTCPﬂPm&uneaformofmrconecﬁoncallchRCChccksum[3]-
Codu'musndwhenmsmitﬁnsdm“uﬁ:emlaphomﬁmorvinullphones.Theyarenlso
used:gdeep_spwemmmunimﬁmauﬂhn&ﬂi&bmadcm(fmmple,wwm
transmitted via satellite). Codes also have applications in areas not directly related to
comtqumcaﬁan.Forencmple.wdmmusedhmvﬂyindmmmgc.CDsandDVDsworkﬁne
mmmm@mmpmymwmm.m“umdmmdmdmt
Array ofln:xpenmve_ngh (RAID) [4] and emor correcting memory [5]. Codes are also
dephyadhgothuapphuﬂomsuchupapﬂbumdafmmplc,thnbuwdcusedbyws
called MaxiCode [6].

2. System of the boolean equalities based on Hamming’s parity check matrix

Let's discuss the following system of equalities based on Hamming’s parity check H, [2] matrix.
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H,»X =4 (1)
"aﬁ
where X ={(x,,%,,...%,)/ ¥z, € {01} n=2" -1}, and A=i %) aez.
\a%)

From system of equalities (1) it is obvious that when a, > 2" then the system of equalities will
not have a solution. And from the H, it is obvious that if 3, j(i # j) such that |g, - a)|> 2"

then again the system of equalities will nol have & solution.
Therefore we will discuss the cases when 0 < g, <2".
Now let's investigate the set of the solutions of system of equalities (1).

Let M(a,,a,.,..,a,) be the set of solutions for the system of equalities (1)..
From system (1) it is obvious that M(0,0,...0)={(0,0,..,0)} and M (2" 2.2 )= {(LL,...1)}.
(a
Definition 1: Let the negation of the collection A=|“|, 0<a,<2™ be the following
a,
a4
a

collection A = ,whﬂea—,=2""-a,.t=ﬁ. Itisobviousﬂwtimd.

LN

Definition 2: We will say that K< B" non empty set is & code and the x=(x,,x,,...x,)
elements of it are code words if the H, *x” =0 system of equalities takes place.

Statement 1: }M(a,.a,,...,a,]:'j((ﬁ.,ﬁ:,...,a], in other words there is a one-to-one
correspondence between M(4,,4,...,4,) and M(a,as,..,a ) sets.

Proof: First let's prove that for Vx € M(a,,,-a,) the following is true x & M(@,ax,....a ).
By definition the negation of the x=(x,,%;,...,,) vector will be x=(1-x,1-x,,...1-x,). As
long as xeM(a,a,,..,a) then H,#x"=A. Now let's prove that H,*x =4, so
% & M(a, @2, ). Let's multiply both sides of ) *x" = A system of equalities by ~1 and add
2™ 1y the both sides of the systcm of cqunlities. As long as in esch row of H, matrix [7] there
are 2™ ones, then after above mentioned transformation we will get the following H, *x =4,
which means that xeM(a,az..ai). From here we can say that
}M(a,.a,.....a,]sPJ(EI,E:.....E.]. With similar logic we can prove that for any
xEM(EhE:...,.Ea) the negation of it will belong to M(a,a,,.,a,), therefore
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W("]ﬂn:---"’klzl'ut';'-;‘v"v;"]‘ From here we can say that W(a,,a,....,a,] SI'M(EI'E!""""
andthcﬁmctinnofﬁwuonupondmeeisthemgnﬁnn..J

Statement 2: In order xeM[a,.a;.....a.] and xeM(E;,

sufficient that g, =22, 1=12k.
Proof: — First lets prove the necessity part. We have xeM(a, a3

2 M50 1rnds), from here we can say that the following systems of equalities take place
H,*x"=A and H,+x" = 4. The left parts of these systems of equalities arc the same,
a

% 0gq<2t, 4= |

I

E:,...,;;) to be true it is necessary and

"u) and

sx_mgﬁ_

rightsidesshouldhe!hesameaawull, A=4, where A=

Bz

ay
7 =2"-g,, i=LF fromhere g, =2""~g,= a,=2"". Necessity part is proven.
& Now let's prove the sufficiency part. We have a,=2"", t=ﬁ,iti.~:em:ytosee';ﬁaII
a=2"" g =2"". Therefore A=4A> M(a,.a,,...,a,)=M[a:,a:.---,ﬂl)

= xeM[:a,E:....,E;) and x’eM(a,.a,,...,a,).

Corollary 1: M(al,a,.....a,)nﬂ al,E;....,E.) the equality takes place when A=A, which

means that @, =2*7, i=1Lk.

Statement 3: Forany (4,,8, ..., ) permutation of (,a;,...a,) vector the following holds true

W(Q-axr---;ai]=|”(apat,l-'-la§]-

Proof: Let’s take VxeM(a,,4,,.,a;). From equation (1) we can say that H, +x' = 4. Let's

construct the (k,k) dimensional B matrix of transformation. In the j-th row of matrix B we

assign the value one to 7;-th element, and for the other elements we assign zero value, where

j=Lk. Now let’s multiply the both parts of the equation with B matrix, then we will get
a4

a,

B#H,#x" = B+ A.lItis obvious that B+ 4= . In the mentioned equation we can make the

3
following tansformation B*H,=H,*T, where T iz [(2*-12'-1) dimensionsl
transformation matrix. Therefore we will get H, *T*x" =B+ 4, so T+x" e M(a,,a, ,..a, ).
So for VxeM(a,a,,.,a,) solution we can get ye M(a,ﬂa,‘,...,ak) solution with the
transformation matrix. With the similar logic we can prove the other part of the statement, i.e.
Yy eM[a‘,a,l,...,a,. ], we can get xeM(al,a,,....a,) s
Below is the example of how we can get the solution based on the transformation matrix.
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1\
s.yA='2 , for which one of the solutions willbe x=(1 0 1 0 0 0 1).For A let's take
3

3 ¢ 0 1)
the following permutation: 4, = 1}. The transformation B matrix will be: B=|1 0 OJ,itis
2 010
obvious that B* A = A, . Now let’s construct the 7" matrix: B+ H, = H, +T, first let’s calculate
the left side of the equation.
0,.0,1%0 0 0.1 0 TwliNfl ;015010 1
B‘H,=(1000110011-0001111
0 1 041 01 01 01 01!0911
First let’s fix the transformation of columns of the newly constructed matrix from Hy: 152,

2—+4,356,4-1,5-53,655,7>7. And the T matrix will be constructed based on
above transformations, therefore the T matrix will be the following

=)

EODOOQQH

T=

o -0 0COo o
O 0O 0O 0 = o0
’—‘QOQOGC’J

c oo =00

\

0
1
0
0
0
0
0
Now let's multiply the T matrix with x will

ﬁcc—-coac

~N

get the solution

oY1) (o)

o o

n!’

1}
c O = oo
o 0 O = O
[}

c - oo Cc oo
[ S

L= — I~ I — I — T — )

(=S = B — B — T — -~
L= — B — B — T — T ]
C OO0 o0 —~ 0o

Sowegotthat y=(0 0 0 1 1 0 1).
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3. Metrical properties of the solutions of the system of equalities
Now let's examine the metrical properties of the solutions based on Hamming distance (7] =
First let’s remember the definition of the Hamming distance: the distance of x= (x,.x,.----x.) o
3= (34 Yaven ) VEStors is the following d(x,y)sg(x, ®y).

Let M() be the umion of such M(a,a..q)-s, for which Vamod2=l. 1= l

M()= Yo LL&J ..:;Sa‘,..;,,....a, )-

'|

B

|

Eo

Let M(2) be the union of such M(a,a,,..,a;)-s, for which Vg mod2=0, i=l

M@)= UM(a,a,-a,)-
ha-ah-ﬂw-ﬂ_l

Statement 4: Vx,y e M(2) solutions d(x,y)23.

Proof: Let’s take Y,y e M(2), from here we can say that H, *x" =4 and H,*y' =B S‘fc"‘

that any element of 4 and B are even numbers. If we consider the above mentioned equation

based on, binary sum (by modulo two) then we will get the Hamming equation: H, *x' =0,

H, *y" =0 and based on [2] we can say that d(x,7)23. .

Corollary 2: M(2) is a single error correction code, so it is error correcting code for the

following error code vectors
e ={0,0,0...,0}

& ={1,00..,0)
E={e, ={010,..0}
Eont = {Olol‘"loll}
Statement 5: For Vx=(x,,x,,...,%,)eM(2) and x#0 solution ix, 23.
il

Proof: Let's take Vx & M(2), therefore H, #x” =4 such that any element of A is an even
number. If we consider the above mentioned solution based on binary sum (by modulo two) then
we will get the Hamming equation H,*x” =0. It is obvious that y=(0,0,..,0)e M(2).

Therefore from Statement 4 d(x,y)23. But as long as y=(0,0,..,0) = d(x,y):ix, . From
=l

here we can say that ir,zl
[

Statement 6: For any Vx,y € M(1) solutions d(x,y)>3.
Proof: Let’s take Vx,y € M(1), therefore H, *x” =4 and H, »y" = B such that any element of
A and B are odd numbers. Here the sum is by modulo two as well. So we get the following
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(1)
...J.Aﬂnrmnﬁnsthcmeqmﬁmstoe&chothermwﬂlgﬂ

1
H, -x*'=[...J. Hy»y =
1

[

;;,.{x’ayrﬁ .es |+ Based un Staicmeui 5 wcumuyiimiihcwuuimufumuf{fey ]
(o)
vector is not less than 3, which in turn means that d(x,y)23.

4, Non linear code for noisy additive symmetrical communication channel

Let’s do some transformation in the columns of the Hamming parity check H, matrix in
the following way. in first k columns let's write the columns (in binary representation in
acceding order), which contain one zero, then other columns in acceding order.

Let’s consider the following system of equalities
Hisx"=4 @)

Let C be the set of solutions of (2) with the condition on A that each element of it can be

divided by 4.
C= UM(a,.a,,...,a,)

oy modded fui

Let’s consider the following error vectors:

(&, ={0,0,0...,0}
e, ={1,0,0...,0}
e, ={0,1,0,...,0}

b

E=¢ & = {0)0!‘"!0’1} , (3)

'—J—-\
€, ={110..,0,0..0}

:——,i-—\
€0t = (0.0,:110..0}

Theorem 1: The C code is detecting any single error and any single error which occur in the
first k places. In other words C code is correcting the E (3) set of error vectors.
Proof: We have the following system of equalities Hj} *x” = 4, where

| b

A=, 054, <2, i=TF, a(mod)4=0, and Hj +y =B, where B=| 2 |, 08, <2+,
a . b,
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b,(mod)4 =0, isi,_k.lnordurmpmveﬂmthemunitlumughmpmvetha:for Vx,

following is true x®e, # y®e,, where i# ], 1<1,j<n+1+C}.
Forpmvinsﬂ:edmmleuuuthnrejecﬁonmcﬂmd,'i.c. let’s assume
h,.e}e":.i;-j,s'.::.‘:as xDes—yBe,,
From equation x®¢, =y De; we can say that x@ y=¢, ®¢, = x=¢, D¢, B .
let’s number the possible variants from ¢, @e, expression.
. One I in any place
2, Two 1-5in any place
3. Two 1-sin first k places, and one 1 in the remaining n—k places
4. Three 1-sin the first k places
5. Four 1-s in the first k places

that 3r.y€C

Now

It is obvious that in this case k>4.

Let's examine 1) and 2) cases:
Itisobvinuathalﬂmemiesmftn'mmwmﬁmwdes.mlmgas xyeC =

Hisx' =4 and Hj*y" =B and from the fact thal a(mod)4=0 and b,(mod)4 =0, therefore
theym.evennmhm.snbasedonsmmt4wccanssyﬁm d(x,y)23. So, based on
Hammmgﬂ:wmmm,wsmaaythﬂithdmcﬁngmdmwﬁnsmysinglem.hﬂn“m‘
cases 1. and 2. are covered.

Now let’s examine the case 3).
Suppose that ones are in the g,7,¢ places, where 1<g,r <k and (k<t<n). Based on

x=¢,@e, @y assumption we can say that we can express the components of x=(x1,x-;.----1.)
vector by the components of y vector’s components in the following way x, =, 0L
x,=y©1,x=y®1 and x, =) where [#4q,r,1.
We have x,yeC = H, #x" =4 (4) and H}+y" =B (5).
Let’s write the system of equalities (4) in the collapsed way

%, + Oy + ek By Xy i O X, o O X, F ot O X, =y

Gy Xy + A%y + oot Qg Xy FonF O X, H ot Oy Xy o O, X, =0 ©

Oy + @ Xy F oot Xy F o X, ot QX+t G Xy =0y

Where Hy hwmmmmwﬁdmdwwofmﬁﬁﬁ

o, o Oy
H-; = Oy Gyn - O,
Gy Xy o Oy

As’lonsz{swcmmmexvactnrhyy vector, then we can do the replacement of the
variables in the system of equalities (), and we will get the following
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(g, + Gayy 4 ot a,,{;,-' 81)+..+2,(3,® s+ (y, 81)+..+a.y, =4

ia,,y, +Uyuy; +...+¢z1,fy' 81)+..+a,(y, B1)+.+ oy, ®1)+.. 40y, =6 =

ia,,y,+auy,+...+a~Lv'31)1-...-!-6,,()’,B1)+...+a.(y,$l)+...+a_y,=a,
It is obvious that the system (7) tekes place. From the construction of A, mamix and from dic
fact that 1<¢,r<k and (kchn)umsnyﬂminﬂumaﬁxthereisamwwhichsaﬁsﬁes

[ 1 =0

10 one of the fullowing conditions [ (8)

a,,=a,=a,-1
where p is the number of that line.

Let’s write the system (5) in the collapsed way.
Gy, + Yy ot gy, +ot &Y, T T O Y et O Y, = b,

duh +en), Fot OV, +..40, Y, 0, +..t0 ), = bl ®)

Ty + Taa Yy H ot UpgYy T oait Gy Yy Foast Oyt Ay = by
AsIongassystem(9)isnﬁsﬁedmdmhswwndiﬁon(ﬂ)wammythuthzvﬂueofthe]ea
part of the p-thequaﬁmof@):ymhdiﬁﬂmﬁumthemequaﬁnnohbemsymby j b
2or3,ﬂ1ereforethevniueofleﬁsidenfﬂn p-ﬁletp:!ﬁmof(?)syﬂmmtbedividedmm
5o we came to contradiction in this case.

Now let’s examine the case 4)
Let's assume that ones are located in the g,r,1-th places, where 1<4,r,/ sk, k=4. From the

assumption x=¢,®e, ®y we can say that the components of x=(x,,%,%,) Vector can be
expressed by the components of the y vector this way, x, =y, ®1, x.=y,81, x,=y @1 and
x, =y, when [ #g,r,l.
From the construction of H} matrix and from the fact that 1<gq,r,t<k and k24 we can say
thuthmisamwinitwhichsaﬁnﬁnmmofﬁzfoﬂowﬁgoondiﬁuns:a,ta,and a,=0
(IO)whmpisthemmbcroftbatlim.
Asiongasmn(9)symmissﬁsﬁedmdukinghmmmu(10)ﬁuwemsaythatﬂm
value of the left side of the p-thequﬁﬁonof@)systemwilldiﬂ’erﬁumthcwlueofﬂm]eﬁpan
ofp-thequaﬁonof(?)systﬂnbylthueforet}mtvaluemnnotbedividedto4.ﬁgﬁnwecame
to the contradiction. :

Let’s examine case 5) .
Suppose that the ones are located in the g,r.t,h-th places, where 1<gq,r,t,h<k. From
x=¢,®e ®y fnctwcunuythﬂthemmpnnmtsofx=(xl,x,....,x,) vector can be expressed
by the components of y vector in the following way: x, =y, ®1, x,=y,©1 and x, =y, @I,
x, =y, ®1 and x, =y, when I#g,rth.
Based on the construction of H} matrix and from the fact 1<g,r,t,h <k and k24 we can say
thuthe:eisnlincinﬂnmau'ixwhichuﬁsﬁutothefoﬂowingoondiﬁona”=a,=¢x,=la.nd
a,, =0 (11) where p is the number of that line.
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Aslangasths(9)symmismﬁsﬁedmd&omh:ﬁn(ll)wems”m‘mfvg]ucmt;ﬂhe

et side of the p -th equation of (9) system will different from the value of the left side of
p -th equation of (7) system by 1 or 3. Therefore the p -th equation of (7) system can 0ot be
jgfied. Agsin we came to the contradiction. eC
SoforallScaacswecametotheuonﬁadicﬁon.ThemfomourusumpﬁonLhat 3x,)

3e,¢,€E, i#/,and x®e,=y®e,is not true. So the code C is correcting any single €TOF

andmytwomorswhinhmuinﬂmﬁnthhees. A

Theorem is proved.

References

[1] C. E. Shannon, “A mathematical theory of communication”, Bell System Technical Jo
27(2). pp. 379-423 and 623-656, 1948. |
(2] R. W. Hamming, “Error Detecting and Error Correcting Codes”, Bell System Technical
Journal, 25(2). pp. 147-160, 1950.

[3] L. L. Peterson and B. S. Davis, Computer Networks: A Systems Approach. Morgan
Kaufmann Publishers, San Francisco, 1996. _
{4]P-M-Ch=ﬂ'13-ICLu.G.A_Gibson,R.H.Katz,mdD.A.Pmemon,“RAlD:Hlsh‘
performance, reliable secondary storage”, ACM Computing Surveys, 26(2). pp. 145-1 85, 1994.
[5] C. L. Chen and M. Y. Hsiso, “Errorcorrecting codes for semiconductor memory
apg{icaﬁons: A state-of-the-art review”, IBM Journal of Research and Development, 28(2). PP-
124-134, 1984.

[6] D. G. Chandler, E. P. Batterman, and G. Shah, “Hexagonal, information encoding article,
process and system”, US Patent Number 4, pp. 874-936, 1989,

[7] ®. Hix. Max-Bamssnuc, Teopus xodos, ucnpaersioups: ousubri, 1979.

yrnal,

Ut upuwh L npnawyh hGwnbpyuwinwd Bpynt ufuwi nipnnn Ynnbip
wnnhwnhy updtnphly Yuwh qotiph hwiwp

U Lwfghywi L & Unpgupjud
Usithrfus

Uphrunnuligmuf nhunupldus b hupntwptpon b nunan Yankp uhitnphy wpghubd
yunygh gdkpnul: 2nmqninijud £ hunjwuopnufbbph hanfwlwngp, npp :pmml.g'l{ul:z ‘l'l: Zkuhtigh
unmgny wunaphgh bhuwh dpm: 2bnuqmmjmé Gh wyy hujuuepoulitph hunfwyupgbph
pouwl pubuuflitph prqinipmibn b bpuobg dhaphlulot hunlnpmbibpp: Guenglmé
ns guyhh Ynn wym hwjwowpnafbbph bunfwluwpgh poyub pousnufbbph hpdmb gpuw b
wymgmgiwé k op wyl magoul & funfuquomb dBY ufoy hbyyka ol jodupulob Bpln
uuury npngwijh hinatpifugaud:



