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Abstract

The paper describes Intelligent Agent Server system, which employs software agents.
A detailed description of software agents as well some examples of the system
application, particularly intrusion detection in local networks is given.

1. Introduction

A research project NetInt (Networked Intelligence) has been carried out, aimed to develop an
application software product to operate in computing networks. The use of software mobile and
intelligent agents enables the system to solve a variety of applied problems, such as network
management and maintenance, network dynamic optimization and security control.

Netlnt system is an extension of SPARA (Security Policy Adaptation Reinforced through
Agents) system designed within the framework of IST-12637 “Security Policy Adaptation
Reinforced through Agents” project, Sth Framework Programme (FP5) European Community
lz?orzi:lework Programme for Research, Technological Development and Demenstration, 2000-

2, System architecture

The Netlnt system is basically organized as follows: Netlnt agent platforms also referred to as
Agent servers are installed on a number of computers bounded together to organize a network.
Wemﬂﬂwwmpumwhmtheseﬂmminsuuedhmr.Agunsmpumitmm
system resources and utilize them. Mobile agents travel from one host to another and perform
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To be ab.lr.' ct:: solve problems mentioned above software agents should posses the following
® Autonomicy — agent ability to act by its own initiative, i.e. without meddling of
other person or program;
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s Mobility — agent’s ability to travel within the network to search information
necessary for task execution;

s [nteroperability — equal possibilities to interoperate between various sofiware
agents;

o Liability — the ability of the agent to perform the thread of execution for which the
agent is liable for;

o Flexibilty — ability to act in response to the changes of the execution environment

Currently two classes of soflware agents are specified depending on their major characteristics:
mobile and intelligent agents and, respectively there are two promulgated standards OMG
MASIF (The Object Management Group's Mobile Agent System Interoperability Facility) and
FIPA (Foundation for Intelligent Physical Agents), which standardize the above-mentioned agent
classes.

Below we’ll give description of these agents in more detail.

Intelligent or stationary agent executes only in the host where it begins execution. If the agent
needs information that is not on the host, it addresses to mobile agent to interact with remote
hosts.

Mabile agent is not bounded to the host to which it belongs and where it begins execution. It has
the ability to transfer itself from one host to another in & network. This specification is the basic
and the most important with mobile agents. When a mobile agent migrates to another host, it
locates itself in that host by its own initiative and interacts with the host.

When an agent travels, its state and program code are transported with it. In this context, the
agent state can be either its execution state, or the agent attribute values that determine the thread
of execution, resumed to perform at the remote host. The agent attribute values may also include
some other values associated the agent e.g., time to live and so on.

3. Description of NetInt agent environment

NetInt agent environment is a dialogue system, implemented in Java programming language,
which supports transferability of software code across any Java Virtual Machine containing
operating system. The NetInt Agent environment operates within local networks. It includes 4
subenvironments:

s AgentServer

e RegistryServer

s CodeBaseServer

s Graphical interface Dam_UI and Dam Explorer

Figure 1 sketches out Netlnt agent environment built up in accordance with OMG MASIF
standard.
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Subenvironments in the systems interact via Java RMI communication facility. The latter allows

effective usage of object-oriented prognmmmg (OpP) resources.
;il::::2 illustrates NetInt agent environment architecture in a different way.
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As it is seen on Figure 2 an &gent environment contains the following elements: computers
interconnected via network, each running an Agent server (AS). An Agent server has the
following architecture (see Figure 3):

Figure 3.

Agmlsewerismanvimnmmtthmislocmdinahnstmdmﬁumcmﬂm,
transfer/receive and execute software agents. An agent can generally execute in a context of
Agent server, which is called Place.

When loaded innhost,theAgmtsewermglmitselﬁchgistasewerthumbelomdona
destination host. One of the basic elements of Agent server is Place, a context in which an agent
can execute. Another major element of Agent server is Communicator, which supports transfer
of data as well as agents themselves between hosts (see Figure 4). Communicators are stationary
agents. Agent communicator is the principal Communicator that provides communications
services mentioned above. Admin communicator is another Communicator that plays an
important part in supporting interconnecton between NetInt environment admnistrator and
Agent server.
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An important part in the system is the Register server, an environment where all_lhe Agent
servers are registered to interact one another. Graphical interface allows display of information
medhhgimxm.hthaMRszhdeﬁnedbymaddrmofspmﬂw
called Multicast that facilitates search of the server's location.
Aspecinlnaminssysmisusedtoregist:rinthisw(mfertoaecﬁon “Naming system” for
more information).

CodeBaseServer provides software codes, for instance agents. This server loads on a host in
NetInt agent environment and later registers in Register server. If there is a need to execute an
agmgthmtheAgmtmmkstheagmfspmgmmmdeonthathommd&maddmscsm
CodeBaseServer requesting the agent's program code.

The NetInt environment is globally managed by Graphical interface and two elements represent
its core:

e Dam Ul
e DamExplorer

Admin comunicators of Agent server provide interaction between the above-mentioned two
elements of Graphical interface and Agent servers.

“'Dam_UI interface includes Agent servers that pemit embedding of software agents of
different types into the network. Another important feature of Dam _Ul is to retrieve information
on the state of the whole system and display it graphicaly in its own environment.

DamExplorer is another tool that enables creation and termination of software agents.Unlike
Dam_UI it doesn't contain an agent server, and provides a possibility to connect to any Agent
server in the network via comunicators, retrival data concerning the agents and Places from this
server and display them on the monitor, as well as to create and terminate agents and Places.
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4. Naming system

Agent servers, as well as sofiware agents, Communicators and Places executed in the server are
identified by their names that are globally unique in the system. These names can be used as
addresses to determine their location in the network.

Each of these names presents an URL containing internet address. It is advantageous to use
Intenet addresses for mobil agents.

The following syntax is used to create names:

url = schema*;"location

schema = “mi"

location = “//"[hostport"/"]agentsystem[“/"place]
hostport = host™:"port

host = hostname | hostnumber

port = digit+

agenisystem := uchar+

place  =uchar+

5. Application

An agent system can be very helpful as an environment for data mining algorithms.

In many cases, data subjected to analysis are structured, that is, fixed columns represent data,
where data have to have the same type of value. Network activities, log files, database outputs,
etc. present data of such type. There are two approaches to analysis of these data: the first is to
pass data to the host computer (server) and process them there in & centralized manner. This is
rather inconvenient, as usually these data are huge and there may arose difficulties when passing
the data to the analyser. The second approach is to analyze data locally and sent already analysed
data to the user.

By monitoring the operational data, as well as using output of their analysis one may detect
intrusions in the system. An environment is designed, which supplies distributed-structured data
to software agent framed facilities and through these data to mining algorithms thath may serve
as a tool for finding solutions to network managing and security problems.
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