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Abstract

ThepmblemofhypothMtesﬁnsfotpmoddminin;&omtwindapendm
It is supposed that three probability distributions are known and
from each other follow to one of them. The matrix of asymptotic
interdependencies {nliabﬂjty-rollshﬂity functions) of all possible pairs of the error
probability exponents (reliabilities) in optimal testing for this model is studied.

The case with two independent objects and two given probability distributions was
elaborated by Haroutunian and Ahlswede.

1 Problem statement and Preliminary Result.

We consider a generalization of the problem of many hypotheses testing concerning one’
object [1] to the similar problem for a model with two independent objects. This problem

wes introduced in the book of Ahlswede and Vegener [2] and studied for the case of two
known distributions in (3. _.

Let X; and Xz be independent random variables taking values in the finite set X, and
presenting characteristics of two independent pbjects. The cardinality of X is K. Suppose
that Xi, i = 1,2, assumes values Zy, ki = T,K, i = 1,2. The random vector (X1, Xa)
assumes values (i, Za) € X X X, ki, ko =L K. i

Let P(X) be the space of all possible distributions on X. There are given three prob:
ability distributions Gy, G and Gj from P(X). We consider the model with two objects
characteristics of which X, i=1,2, independently follow to one of the three distributions
Let {(zx, 23}, KT = 1K, i=12n=1N, bea sequence of results of N independen
observations of the vector (X1, X5). The statistician must define a pair of distributions cor
responding to obtained data. The selection is made from three given distributions, i.e. W
have three hypotheses: H; : G =G, Hy:G=Gyend Hy: G =Ga. We call the procedur
of making decision on the base of N observations the test and denote it by . The tee
:pNofthismodelmaybewmposedbythepairofthemtaw’nandga%,fortherespecth
Objwt: PN = (‘Plﬂt 'ng}' -

Lt g maisa(¥n), be the probability of the erroneous acceptance by the test gy
hypotheses pair (Hi,, Hi,) provided that the pair (Huny s Hmy) 15 true, where (mq,ma) :'
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4, b), my, & = T3, i = 1,2. The probability to reject a true pair of hypotheses (Hm,, Hm,).
oiefined by:
n"'l-"‘ﬂ:’“:lm(:pﬂ) = Z Cmy mally Ja (PN)- (1)
{lz Ja )ty ma)
' = have to consider corresponding error probability exponents of the sequence of tests
= {n}, which is convienient to call "reliabilities” of ¢,

Byt a(#) & T~ - 108 0mmiin(on), muh=T3, i=12 ()
‘i follows from (1) and (2) that
Elm.!ltl!mm{P) = [‘lh%lml EI'I: .mlh-h(p)’ (3)

The matrix E(p) = {Emymalt;1a(0)} we call the reliability matrix of the sequence  of
Jsts,

Definition 1: The test sequence * is called logarithmically asymptotically optimal
wAO) for this model if for given values of the elements E; 13, Bryjs, Eaaps and Ejgaz
| provides mazimal values for all other elements of E(yp").

Our aim is to define conditions on By a3, Eys1, Ba2ns and Fj 232 under which there
izists LAO sequence of tests ", and to show how other elements En, majt, 55 (¢7), mi, i =
22,3, i=1,2, of the matrix E(¢") can be found from them.

The divergences (Kullback-Leibler distances) D(Gy||Gy,) and D(QJIG)),
€ P(X), L,I; =T,3, i = 1,2, are defined as usual [4]- [6].

D(GyIGw) = 3G (z)log g:lg;'

A Q(z)
D{Q”Gl} go{z) 108 G{(z).

In paper [1] the case of one object and M hypothetical distributions was considered. Let
s recall main definitions for the case' M = 3. The random variable X taking values in the
imite set X and follow to one of the three distributions Gy, G and Gj. The statistcian
Aust select one among 3 hypotheses H : G = G;, | = T,3. Let x = (z1,..,2y) be a
ssquence of results of N observations of the object. The procedure of decision making is a
yon-randomized test @y, it can be defined by division of the sample space AN on 3 disjoint
ubsets AN = {x: @™ (x) = {}, | = T,3. The set A} consist of all vectors x for which the
wypothesis Hj is adopted. The probabilities of the erroneous acceptance of hypothesis H;

nrovided that H,, is true is
amilien) = Gi(Al).
The probability to reject Hp, when it is true, is

Cmim(2n) = Y ami(en)-
i#m
orresponding error probability exponents, called "reliability”, are defined as
Enlp) & Jim ~ N~ logamy(pn), m\l=T,3.
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The matrix E(¢) = {Emi(p)} 18 called reliability matrix of the sequence ¢ of tests.

4 jthmi i imal (LAO
i 9. We call the sequence of tests logarithmically aa!;mptatwaﬂy opli _ )
SipR values of 2 diagonal elements of the matriz B the procedure provides

m%x;du Tha:ognof:: mﬁ :.tt‘m result of [1] for the case M = 3. For given positive
elements By and Egjp let us denote

Ep2Ep  Bin 2 B (5.0)

Eoy o M(qil%ssm D(Qua...}_. m=TI3, 1=12 m#l (5.b)

Eiis £ g p(alon> Bn0i@ion> s D(QIIGm): m =12 (6)

E3 = E{gﬂsu- (5.d)

Theorem 1[1]: If different distributions Gy, Ga and Gs, D(Gi|Gm) < 00, | #m, and
positive numbers Eyp, Egp are given and the following inequalities take place:

Eyp < min[D(Gs]|G1), D(GallG1)): Eaia < min[Eg;, D(Gsl|Gal: (6)

then
a) there exists a LAO sequence of tests ¢*, such that all elements of the reliability matriz

E(¢*) are defined in (5), :
b) if one of the inequalities (6) is violated, then at least one element of the matriz E(p*)

is equal to 0.

Remark 1: From the definition of Efj; and E3s in (5) it follows, that Egs 2 Emim,
m = 1,2. Taking into muntthelatterang(‘!)waobtainthat

Efy =Bl B = Eip (7

2 Results and Proofs

to the case of two objectsmdthesequenceoft-es’razp‘, let the reliability matrix
E(¢"), of the i-th object, i = 1,2, be denoted -

Ep(¢) Ealy’) Eus(e’)
E(Q") = | En(¢) Bule) Eus(¥) )
Eq(¢') Esp(@’) Esa(e’)

We begin by proving the following

Lemma: If positive elements Ey(¢'), E'J;:;(QO‘), i = 1,2, satisfy the condition (6), then
the following equalities hold true for the test ¢ = (¢!, %) for two objects:

By malts 13(9) = Braglts(0") + Zinala(9'), i ma # b, 2 #la, (8.a)
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Emhm.hh('p} = Em.il.(‘ﬁi)r fmy =gy, m#L 1=12 {85)

Proof: From the independence of the objects it follows that
aﬂ;-mlﬁ.‘l{'l’ﬁj - aﬂlﬂlfvlﬂ) a""l”‘dl’?\’)' fm#FL ma#l, (gc)
Qg malty 13 (9N) = ﬂm.]k{‘ﬂj\r) [1 = am;_.ll,_.{iﬂi'-‘}]n fmyg =1l mi#L (9.5)

AAccording to (2), (9.8), (9.b) and Theorem 1, we obtain (8.a) and (8.b).
For given E; 313, 11131, Eaans, and Ej 23 let us consider the following sets:

R £{Q: D(QIIG) € Eryps}, B2 {Q:D(QIIGy) < Evapa}s
R, £1{Q: D(QIIG)) € Eazsa}, R ={Q: D(QIICa) < Eaaas},
R 2 {Q: D(QIIGy) > Evapa, D(QIIGa) > Ezasal,
R 2 {Q: D(Q|G1) > Eraps, D(QIIG) > Ezans).
The optimal values of the reliabilities of the LAO test sequence will be the following:

s A
Eina £ Eua, Ef 31 £ Eiypa, Ejapa = Ea23, Ejapa o E o3, (10.a)

mumiiis = o1, D@IICm), ™l may=loy i=12  (103)
i
E-.m.mil:h '% E;t:.mlmhl: <k; E‘ mymaflymgr  TH 9‘ L i=1,2 (lﬂ.c)
. oy
Em:mhm.m - (l;.la)?(lgsmj B malty b (10.d)

The main result of the present paper is

Theorem 2: Let all distributions Gy, | = 1,3, are different, and absolutely confinuous
each relative o others 0 < D{G{”Gm] < 00, l # m. proutwe elements El SHER E])I;l,
Ezﬂg.g and Eg'g;s,g are gwen and ﬂwfoﬂwmgmequahha hold

By 1ps < min|[D(G3||G;), D(Gal|G1)l, ' (11.a)
Ey 31 < min[D(Gs||Gy), D(Gal|Gh)], (11.b)
Eaap3 <min[E3 555, D(G3l|Ga)]s (11.¢)
Es s < min[ B35 5, D(G3l|Ga)), (11.d)

then:
a) there exists a LAO test sequence ¢*, the reliability mairiz of which
E(") = {Emymalts 1a (")} 15 defined in (10),
b}dmeofﬂummwm{ll)umht&i, thmﬂ;enmshathaﬂmelementamm! .
to 0 in the matriz E(p*).

Proof: Conditions (11) imply that inequalities (6) hold simultaneously for the both
objects. Using (7), we can write inequalities (6) for both objects as follows:

Eua < min(D(G3]|Gy), D(G3||Gh)), (12.a)
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Els < min(D(GsllG1), D(GallG1)): (12.)
E2 < min{El, D(GslIGa)ls (12¢)
Els < min(E3, D(Gsl|Ga)) (12.d)

prove, for example, (12¢), which is the consequence of the inequality (11.c). Let
us o‘:’:ma:;na test p = (¢p", "), such that Eaanal) = Eaang s0d f_—‘;l.ﬁli.l(‘!’) = Ejgp;- The
corresponding error probabilities aganaliw) 80d ez (pw) are given &3 products defined

e D). According to (2) and (9) ve obtain that
Eaapa(e) = E3 +E = '1%108{1 — o)) (13.0)

Ezanale) = By + 8, = %los(l — () (13.)

where Egi = Eq(p?) and Ejs = Exa(?)-
When min[E3 221 D(Gsl|G2)) = E3ap
+2 e shall show that also Egjj < D(G,HG,). that egain follows from (13) and

<
= 2(Gsl|Gs). Henoe in this case the inequlity (12¢) holds.
E;ﬁ us assume now that min[E3 s D(Gs||G3)] = D(Gsl|Ga). First we shall prove, that
when the reliability sz setisfies the condition (11.¢), then B3 < D(Gsl|Ga)- Assume
that the opposite statement is true, ie Ejs2 D(Gs||Ga). In this case using (13.b) and
(11.c) we can derive

DG+ T o8(t ~ama(yi) < B+ JE - L log(1 - am(ph) < DIGslG)

from (13) and (11.c) we conclude that

T -+ og(1 — aaaleh)) <0.

The last inequality states hhahmindexNgwciats,auchthat for subsequence of N > Np we
will have 1 — aapn(il) > 1, ie the assumption was Wrong.

Now we will prove that also E3 < Egj. From (11.c) it follows that Ezaps < Eaapn;-
Using (13) we can derive Ej, < Eg;. Hence in this case (12c) also takes place.

It follows from (7) and (12) that conditions (6) of Theorem 1 hold for both objects.
According to Theorem 1 there exist LAO sequences of tests ¢ and @>*, for the first
and the second objects, , such that the elements of the matrices E(pp'*) and E(¢*") are
Setermined in (5). We will take (p* = (19*,*) as a test for the model and show that it is
LAO and that other elements of the matrix E(¢") are determined in (10).

It follows from (12) and (7) that the requirements of Lemma are accomplished. Applying
Lammawemudedueethatthemliabﬂitymtrbcﬁ(cp‘) can be obtained from matrices
E(p**) and E(p?") as in (8).

Thus, we obtain that

By =Bl Brapa = Els Bams= Els Eaapa= E}s (14)

When (11) takes place, according to (8b), (5), (7) and (14) we obtain, that the elements
By maitia(@7) i # by Ma—i = Iy, i = 1,2, of the matrix E(p") are determined by
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vrelations (10.b). From (8.s) and (10.b) we obtain (10.c). The equality in (10.d) is the
eparticular case of (3). When one of the inequalities (11) is violated, then from (9) and (10.b)
swe see, that some elements in the matrix E(y®) must be equal to 0.

Now let us show that the compound test for two objects is LAO, that is it is optimal.
“Suppose that for given Ej 3, Ey 31, EBaaps and Egapa there exists a test & = (], ¥3)
swith matrix E(¢’), such that it has at least one element exceeding the respective element
sof the matrix E(i"). It is contradiction to the fact, that LAO tests ¢ and ©*" have been
sused for the objects X; and Xj.

Remark 2: The similar result may be received if we take alternatively:

Ez323 or Esjpga, instead Eqgpga,
Eja32 or Ey333, instead Ejya;,
Eyau3 or Eygss, instead Ejga;,
Egis1 or Epaas instead Ejyps.

References

(1] Haroutunian E. A. "Logarithmically ssymptotically optimal testing of multiple statisti-
cal hypotheses”, Problems of Control and Information Theory, vol. 19(5-6), pp. 413-421,
1990,

[2] Ahlswede R. and Wegener I., Search problems. Wiley, New York, 1987.

[3] Ahlswede R. F. and Haroutunian E. A."On Statistical Hypotheses Optimal Testing and
Identification”. Mathematical Problems of Computer Science 24, pp. 22222222222, 2005.

[4] Cover T. M. and Thomas J. A. "Elements of Information Theory”. Wiley, New Yort,
1991.

[5] I. Csiszér, " The method of types”, IEEE Trans. Inform. Theory, vol. 44, no. 6,
pp- 2505-2523, 1998.

[6] 1. Csiszér and J. Kérner, Information Theory: Coding Theorems for Discrete Memo-
ryless Systems, Academic Press, New York, 1981, Russian translation, Mir, Muscow,
1985. ’

bpym whljwfu opjblnGhph qnijgh GYwwndwdp bpbp JupluwoGhph
inquppinnkl wuhfupnmonptG oupnpiiw] umnignud

b. U. {dwpmpymGyub k @. U. dwinpjub

Udthmpnnd

Annwplpjwd b6 bpym wiwhu opjbiwGiphg Gwqujwd dngth hwdwp Jupyudttph
uunmiqiw fuGnhpp: dwpnGh b6 bpbp hunjwlwlwlwhl pwzlundbGlp, L opjblwnbuphg -
jnipupwlympp  wjwjunpb@ pigmGnud t npwlghg  dhlp: W dnpmh  hwdwp
nunuiGwuppby t oupnhdwy whunwynpiwG wpymipmd popp hGwpwidop qnuqbph
ufuwibph huwwlwinpymGGtph gnighyGiph (howwihmpymGGbph) thnfuljwfuuonip-
jnuGp: Gphme hwwiwlwiwih6 puzundGhpm| nhupp nunuifwuhmib) E <wpnipymGuih
L UWyutnth Ynmqihg [3):



