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Abstract

The behavior of linear rank statistics is investigated on models in which various
subsequences of observations follow different statistical distributions. Such data can be
interpreted both as models of & finite number distribution mixtures and as dependence
models. We apply data set simulation to obtain estimates of average and variance of
used rank statistics, The modeled and asymptotic results are enough close.

1 Introduction

The behavior of a two-dimensional random sequence (X,,¥,),n = 1,2,... is analyzed.
One component, let it be ¥;,n = 1,2, ..., is the source of nonhomogeneity of the other.
We suppose that there exists no more than one value of the component Y, called cutpoint,
that makes possible classification of observations into two groups with different statistical
distributions. In this model the distribution of the dependent variable X is expressed in the
form of two distribution mixture with mixture weight coefficient determined by some apriori
unknown quantile of independent variable.

To test the homogeneity variable versus mixture alternative we use the approach proposed
by B. Lausen and M Schumacher [1] which is based on detection of change point for induced
order statistics of response variable. In this work we present a computational vérification
of the results obtained by E. Haroutunian and 1. Safaryan in (2] and [3]. It is shown that
the asymptotic average and variance of the mixture weight coefficient are very close to the
Monte-Carlo estimates. Moreover, the comparison of different rank tests on the same model
demonstrates that the variance of the estimate can be minimized by corresponding choice of
the test score function.

2 Rank Test Statistics for Data Homogeneity Testing
Let {(Xn, Ya)} . be a random sample from two-dimensional random variable (X, Y) with
a common distribution function Q(z,y) and continuous marginal distribution functions F(z)
and G(y) which are unknown. It is required to test the existence of some threshold value
*The work was partially supported by INTAS, project 00-738.
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68 Two-dimensional Sequence Homogeneity Testing Against Mixture Alternative

variable Y such that in pairs (X, ¥n) the distribution of each X,

f a predictor
(cutpoint), of a p 3 other for all Ya >

i Ya<pan e
is th‘;emrmndmf; nal probabilities of the event {X < z} under condition {Y <y} by
Fiy(a) =Pr(X < 2lY <¥)

and under condition {Y >y} by

Fay(z) =Pr(X < z|Y > y).
Then the classification problem can be formulated as testing of null hypothesis
Ho : Fiy(z) = Fayy(2), for ally,

versus the alternative hypothesis
Hy : Fiyy(z) = Fiju(@),for y S
Fﬂr(z) e F‘ﬂl}l(lx)! for y> p,
Fyu(z) # Fau(2)-
As it is shown in [2] and [3] the null hypothesis Ho means the homogeneity of the marginal
distribution function F(z) of random variable X as well as independence of X and Y.

The alternative hypothesis H; means that the marginal distribution function F(z) can be
presented as a mixture of two distributions

F(z) = vFiju(z) + (1 — v)Fau(), Q)

where the weight coefficient of the mixture v = G(p) is the level of an apriori unknown
quantile g, Moreover, under H; X and Y are dapandent with a common distribution function

of the form:

e { F(2)G() + (Fiu(z) — Fau())C)(1 - C(w)), for y < p, 2
? F@)G() + (Fuu() - Fan(@)GW)(1 - Cw), fory>p P

This circumstance allows to suggest a common nonparametric approach to the distributions
mixture identification and independence hypothesis testing.

Definition 1:  If the marginal distribution function of predictor is continuous and
Yy < Yi)... < Y are its order statistics then we define the induced order statistics sequence
{wa}g-l as X,y = X; ifly(n) =Y n= -TN'-

It is shown [2] that under Hy each of induced order statistics X,y is distributed asymp-
totically by N — oo according F(z) and under H; has the distribution function Fy,(z) if
n < n(v) and the distribution function F3),(z) if n > n(v). Then this problem may be seen
as a generalization of change point problem.

Definition 2: We will call the number n(v) = [vN] a dmng.epoint of the induced order
statistics of sequence { Xy}, .
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Definition 3:01; is the set of pair disiributions F;(z) and F;(z) distinguishable in the
sense of some score function J(u), if for each A € (0,1) 0y = Q7 U] and sets are defined
as follows

+00 1
;= {(F;,F,): j J(AFi(z) + (1 — A F(z))dFy(z) < f J(quu}-
0

+oo 1
- { (FuF): [ JOR()+(0 - NRE)RE > [ J(quu}-
i o
We define the rank of induced order statistics
Rys = #{Xn: Xn < Xn;, n=TN},

the linear rank statistics T
Tyn(tn) = ;E Jy(Ry;/N), (3)

where ’JJ.-?;, Jn(u) = J(u)
1
A(J) = [ J(u)du
J) / u)

and the function Wiy(t) which is constant under t € [(n — 1)/N,n/N] and takes values in
points £, = n/N as follows

Wa(tn) = T2 (Tan(ta) = AD)). @

Then the results obtained in [4] imply the following statements.
1. 1f (Fyu(z), Fyu(z)) € 5 then the test with critical region
Wi(t) < (), te[A1-A4] (5)

is consistent for Hp versus Hj,
2. If Hy mtruethmtheesnmataotqmtﬂalewlvdeﬂnedbyrelahonshp

p=arg, min Wh(t) (6)

is consistent. Similar statements are valid if (Fyj,(z), (Fiju(z)) € QF.

Let us denote
1, t=y,

Mt v) = { vft, t > v,

 Malty) = { (1-v)/(1-1), :::

and consider the following distribution functions depending on two parameters ¢ and v
Fl(zlti b") = Al(ti"')FlI'l(‘:) + (1= M2, V))le(z)i
Fy(z,t,v) = Aa(t, v) Fapu(z) + (1 — A (¢, ) Fupu(z).
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Then we introduce the following functionals:
(-]

Ast) = [ IF@)FE L),

V(F, F) = F@ t )1 - Bt V) (F@)J(FW), i=12
and by analogy with [4] we can obtain that
p’;]-_lgnTJﬂ(tn_) = Ay(t,v)
cauyforN—tooﬁormsl distribution with expectation

and Tyn(tn) has asymptoti
ETyn(ta) = As(t,V)
and variance
DTyt = 282 - 31—,;—"{ /R CRe Ty

+1_E—t ff V(F‘h F)dFﬂ(ss L, v)ng(y, i, V)} .
[ —co<T<Y<o0
1 2
1t is easy to obtain that under Hy : Sy(t,¥) = 8(J) = gl JA(u)du ~ (af J(ﬂ)du) :
Thus the C3(t) in (5) is defined as follows:

Ca () = y/S(N)/Nt(1 1) Z,

where Z, is the quantile of the level a for standard normal distribution. In practical com-
putations instead of Wiy (t) standardized statistics are usually used

Wi(t) = NG~ 0i/8(2) Wlt) | 0

with left side critical region defined by the inequality Wi (t) < za. .
Using this result the following theorem was proved in [2].

Theorem: Ifv € [A,1— A, then the estimate of mizture weight coefficient v is dis-
tributed asymptotically normally with ezpectation
Ed=v (8)
and variance
(1 -v)*S5(v,v)
N, ) - AW ©)

Remark: The critical region for small samples was obtained by T. Hothorn and B.
Lausen in [5]. ¢

Do =
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3 Computational Study and Comparision of the Estimates Properties

We present the results of a series of rank-score tests and estimates in order to compare their
asymptotic properties. Following examples were simulated.

Example 1: Shift in mean. The dependent variable was drawn from a standard normal
distribution with shifts after changepoint in mean a = 0.5 and a = 2.5.

Example 2: Shift in scale. The dependent veriable was drawn from a standard normal
distribution with & shift in scale after changepoint o = /2 The cutpoint for dependent
variable Y is defined from the relationship p = G~(v), where G(y) is the distribution
function for Y.

In both examples the distribution functions of the independent variable Y were the
following
&) G(y) — uniform distribution,

b) G(y) - standard normal distribution.

Three levels are choosen for the quantiles of independent variable, namely v = 0.25, v = 0.5,
= 0.75. Then, under sample size N = 300 changepoints n(v) = [vN] for simulated

sequences of induced order statistics are the following: n(v) =75, n(v) = 150 and n(v) =

225. For the changepoint detection and estimation we use the follwoing score functions:

J(u) = u (Wilcoxon-score statistics),

J(u) = u* (Square- score statistics),

J(u) = (u~ 0.5) (Mood-score statistics).

Hence according to Definition 3 for Example 1 we have that Fu,.(z} and F),(z) are dis-
tinguishible for statistics with score functions J(u) = u and J(u) = u?, and undistingushible
for Mood statistics. For the Example 2 the situation is inverse to the one in Example 1.

As an example in Fig.1, we show that bivariate histograms of simulated realizations are
two-vertex. This makes us conclude that the random sample {(X,, ¥,)}, is drawn from a
mixed two-dimensional distribution. This example is built for the case when shift in mean
after changepoint is equal to 2.5. In this case, as it is shown on Fig. 2 (a), the change-point
can be detected even visually on the linear plot of simulated realization. In Fig. 2(b) we see
that the estimate obtained with standardized rank test with Wilcoxon-scores is very close
to the real values of the change-point. However, when the shift in mean equals to 0.5 it is
impossible to detect the changepoint visually. The behavior of the standardized rank test
with Wilcoxon-scores for the shift equal to a = 2.5 and a = 0.5 is shown on Fig.3 ((b) and
(d)).

A Monte-Carlo study for the case a = 0.5 was performed for K = 100 independent real-
izations. Let Wy,x (n/N) be a standartized statistic, defined in (7) and calculated for k-th
realization. Then fi; defined as

P =arg o min o Wi (n/N),k =TK,

is the changepoint estimate for k-th realization. The estimate of the mixture weigth coeffi-
cient is the followig

iy, = A [N
and estimates of average and variance for 7y are

_Kz ""K—1§: =)
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presented in table 1.

v Average | Minimum Maximum | Variance | Std.Dev. | Confidence(-9 %) |
0.25 | 0.251967 | 0.0133 33 | 0.686667 | 0.008487 | 0.092123 0.23'5'6_1(175
0.5 10.495300 | 0.066667 | 0.723333 0.008001 | 0.089448 0477552
075 [0.715400 | 0.016667 | 0013333 | 0.024067 | 0.155136 0.684618
Table 1. Monte-Carlo estimates for the average and variance of mixture weight coeffi

cient.

The results of simulation are
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Example 1: Shift in mean
(2)

L
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FFig 1. Bivariate histogram (a) and scatterplot of (X,Y’) (b). Quantile level » = 0.5, shift i‘r‘
mean a = 2.5
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Fig 2. Linearplotofinduoedorderstaﬁxtiéssequanw (2) and standartized Wilcoxon
statistic (b). The critical level z, = —1.64, the change point estimate # = 147(real value
n(v) = 150).
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Example 1: Shift in mean
(2)
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Fig 3. Linear plot of induced order statistics sequence (a) and the behavior of the
standardized rank test with Wilcoxon-scores (b). Quantile level v = 0.75, shift in mean
a=0.5.
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Two-dim
Example 1: Shift in mean
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Fig 3. Linear plot of induced order statistics (c), the behavior of the standardized
Wilcoxon statistic(d). Quantile level » = 0.75, shift in mean a = 2.5.
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Example 2: Shift in scale
(a)

Fig 4. Bivariate histogram (a) and scatterplot OIJ'(X ,Y) (b).Quantile level » = 0.5 and
2

scale 0 =
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Example 2: Shift in scale
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Fig 4. Linear plot of induced order statistics sequence (c) and standardized Mood statistic
(d). The critical level z, = —1.64, the change point estimate # = 147 (real value -
n(v) = 160). i

In Fig 4. (a), (b), (c), (d) we show bivariate histogram (a) and scatterplot for mixture of
two normal distributions (b) of N(0,1) and N (0, 2) with mixture weight coefficient v = 0.5,



‘ L A. Sefaryan, E. A. Haroutunian and A. V. Manasyan 7

induced order statistics sequences (c) and standardized Mood-score statistics (d).

The proposed method allows to analyze the internal structure of data. As it is shown on
scatterplots and table 2, variables X and Y have & high correlation coefficient. However the
observations can be divided on two conditionally independent groups .

_L T(X.Y) ri(xly) rﬂ(xiy)
0.25| 0.56 0.07 0.1
0.5 0.65 0.14 -0.04
0.75] 0.55 -0.01 -0.13

Table 2. The general correlation coefficient r and correlation
coefficients r; and r; computed before and after the changepoint.
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